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Abstract—Bin-picking in the industrial area is a challenging 

task since the object is piled in a box. The rapid development 

of 3D point cloud data in the bin-picking task has not fully 

addressed the robustness issue of handling objects in every 

circumstance of piled objects. Density-Based Spatial 

Clustering of Application with Noise (DBSCAN) as the 

algorithm that attempts to solve by its density still has a 

disadvantage like parameter-tuning and ignoring the unique 

shape of an object. This paper proposes a solution by 

providing curvature analysis in each point data to represent 

the shape of an object therefore called Curvature-Density-

Based Spatial Clustering of Application with Noise (CVR-

DBSCAN). Our improvement uses curvature to analyze 

object shapes in different placements and automatically 

estimates parameters like Eps and MinPts. Divided by three 

algorithms, we call it Auto-DBSCAN, CVR-DBSCAN-Avg, 

and CVR-DBSCAN-Disc. By using real-scanned Time-of-

Flight camera datasets separated by three piled conditions 

that are well separated, well piled, and arbitrary piled to 

analyze all possibilities in placing objects. As a result, in well 

separated, Auto-DBSCAN leads by the stability and accuracy 

in 99.67% which draws as the DBSCAN using specified 

parameters. For well piled, CVR-DBSCAN-Avg gives the 

highest stability although the accuracy can be met with 

DBSCAN on specified parameters in 98.83%. Last, in 

arbitrary piled though CVR-DBSCAN-Avg in accuracy 

lower than DBSCAN which is 73.17% compared to 80.43% 

the stability is slightly higher with less outlier value. Deal with 

computational time higher than novel DBSCAN, our 

improvement made the simplicity and deep analysis in scene 

understanding.   

 

Keywords—bin-picking, point cloud, density-based clustering, 

automatic clustering, curvature analysis 

I. INTRODUCTION 

Recently, the 4th industrial revolution has supported the 

growth of robot automation in many industrial activities. 

Dealing with an automatic role in an industrial environment 

 
Manuscript received September 15, 2023; revised November 1, 2023; 

accepted November 17, 2023; published June 14, 2024. 

such as bin-picking is the first wave of robots in the job. To 

be able to apply other processes like loading or unloading 

industrial parts, assembling parts, sorting, bin-picking, 

etc. [1–5]. These tasks are inseparable from the machine 

vision system, which uses computer vision technology to 

obtain the data. One of the camera devices that can produce 

point cloud data is the Time-of-Flight camera. By using this 

camera, the various lightning which is the major problem in 

machine vision can be resolved [6, 7]. Generally, the object 

used is a fitting pipe with complex placements [4, 8, 9]. This 

condition makes it difficult for the bin-picking system to 

process the data. Clustering is a key to success in a bin-

picking pipeline system where the core task in bin-picking is 

how the multiple objects are separated from each other 

although these are overlapping. Afterward, the individual data 

object can be further processed by the system and pick the 

object. In common, Euclidean clustering is a distance-based 

method to separate each object into individuals [10]. But in 

the bin-picking case, distance information is not enough 

because the objects are stacked and overlap each other. With 

these configurations, it might happen the objects are 

overlapping each other making the information of an object 

incomplete which makes Euclidean clustering algorithms 

cannot handle overlapping objects that make occlusion on 

data results. 

Another popular method that has been applied to solve 

this issue is using deep learning. Qi et al. [11] was the first 

architecture that can consume raw 3D point cloud directly 

and its architecture of deep learning can handle 

segmentation tasks. By taking the output of feature 

transform and global feature, the extended network that 

contains a multi-layer perceptron can segment objects into 

separated clusters. Because PointNet ignores local 

structures that are important in representing 3D shapes, 

continued by PointNet++ that be used to address this 

problem by creating sampling and grouping operations to 
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extract features from point clusters in a hierarchical 

manner [12]. Other researchers also studied the 

development of deep learning in clustering tasks like using 

a Geometry Sharing Network [13] which learns the 

geometric information of the point cloud data and the 

method proposed by Song et al. [14] that proposes a 

Hybrid Semantic Affinity (HSA) learning method to 

leveraging the dependencies of many categories in 3D 

semantic segmentation. Also, Xu et al. [15] proposed 

instance segmentation based on point-wise embedded 

feature and centroid value that takes the yx,  and z  with

each normal value using DGCNN as the backbone for 

feature extraction. However, the deep learning method 

tends to be performance-heavy. 

Density-based clustering attempts to cluster data by the 

density of a region [16]. This algorithm is known well for 

grouping data not based only on their distance, but the 

density is considered to form a cluster of data. With the 

benefit of density information that can help to form a 

cluster though the object is randomly piled but still have a 

remaining problem that the parameters (Eps and MinPts) 

to consider the cluster is manually chosen by the user 

causing varying clustering result and taking time to 

consider the optimum parameter in DBSCAN [17]. There 

are many ways to estimate these parameters 

automatically [17–20]. Even like that, few of these have 

been implemented into piled industrial objects. 

Wang et al. [21] are implementing improved Density-

Based Spatial Clustering of Application with Noise 

(DBSCAN) that automatically estimated the Eps 

parameter based on thK  nearest neighbor, polynomial 

fitting, and derivative method, but the K  value for nearest 

neighbor estimation and  parameter is still 

considered manually by the user. Gaonkar et al. [22] 

present automatically both estimations of Eps  and 

MinPts , but again the K value is determined by the user 

and it leads to a different cluster result.

Czerniawski et al. [23] and Guo et al. [8] present 

DBSCAN using industrial objects but still manually

chosen parameters for its DBSCAN although Guo et al. [8]

provide DBSCAN combined with region growing.

In this paper, we proposed to improve the clustering 

algorithm based on density and curvature named 

Curvature-Density-Based Spatial Clustering Application 

with Noise (CVR-DBSCAN), an improvement of the 

novel DBSCAN that brings the fully automatic parameter 

estimation in DBSCAN and curvature analysis for 

determining density. Due to the uncertainty of the 

parameter used in DBSCAN, CVR-DBSCAN is also 

followed by automatic estimation of the parameter used in 

the algorithm to avoid the dynamic piled position of 

objects. Then CVR-DBSCAN is divided into three types. 

Auto-DBSCAN which only has an automatic estimation 

parameter, CVRDBSCAN-Avg which added the curvature 

analysis based on average to give a decision, and CVR-

DBSCAN-Disc which added the curvature analysis based 

on discontinuity to give a decision. First, the data taken 

from the Time-of-Flight camera is distinguished by three 

models of laying condition, there are well separated, well 

piled, and arbitrary piled. Then the obtained data is 

preprocessed by removing non-measured data and the 

passthrough filter. Followed by plane segmentation to 

separate the object and its planar. Then CVR-DBSCAN is 

applied to cluster the object. 

II. MATERIAL AND METHOD

The method used to develop the bin-picking vision 

systems follows a sequence of steps shown in Fig. 1. 

Fig. 1. System diagram. 

A. Preprocessing

The raw point cloud data in x, y and z produced by the

Time-of-Flight camera CamBoard pico flexx needs some 

configuration with preprocessing where P is a point cloud 

and S is the whole scene captured by the camera. To 

remove its non-measured data Eq. (2) is used where all 

points that are not a NaN can be incorporated into point 

cloud data P. Then, by applying the Passthrough filter to 

remove unused data outside the box using Eq. (3) for 

focusing on data in the box only which is bounded by two 

thresholds less than LT and greater than GT. 

𝑃 ∈ 𝑆 (1) 

𝑃𝑖 = {𝑛𝑢𝑙𝑙,𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑝𝑖,𝑝𝑖≠𝑁𝑎𝑁

(2) 

𝑃𝑖 = {
𝑛𝑢𝑙𝑙,𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑝𝑖,𝐿𝑇>𝑝𝑖(𝑥,𝑦)>𝐺𝑇
(3) 

B. Segmentation

The key process of the proposed pipeline is

segmentation. In this step, we do the separating objects 

between their plane and each other. Plane segmentation is 

intended to obtain the object’s data only. Using the 

RAndom SAmple Consensus (RANSAC) algorithm which 

resampling technique that results points candidate as a 

model iteratively. Working by choosing 3 random points 

from data to form a plane equation in Eq. (4). 

𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧 + 𝑑 = 0 (4) 

where a, b and c are constant values for random points x, y 

and z that can be obtained using Eqs. (5)–(7). 

𝑎 = [(𝑦2 − 𝑦1) × (𝑧3 − 𝑧1) − (𝑧2 − 𝑧1) × (𝑦3 − 𝑦2)] (5)

𝑏 = [(𝑧2 − 𝑧1) × (𝑥3 − 𝑥1) − (𝑥2 − 𝑥1) × (𝑧3 − 𝑧2)] (6)

𝑐 = [(𝑥2 − 𝑥1) × (𝑦3 − 𝑦1) − (𝑦2 − 𝑦1) × (𝑥3 − 𝑥2)] (7)

After the constant value is obtained, d which a normal 

vector can be obtained using Eq. (8).  

MinPts
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𝑑 = −(𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧) (8) 

Then, determine the distance between all points against 

the plane. Using Eq. (9) to know whether the new point 

belongs to the plane or not. 

 

𝑑𝑖𝑠𝑡𝑛𝑝 =
𝑎𝑥4+𝑏𝑦4+𝑐𝑧4+𝑑

√𝑎2+𝑏2+𝑐2
 (9) 

where 
np

dist  is the distance and ( )4 4 4, ,x y z  is the new 

point. A threshold is given to determine whether points are 

included as a plane or an object. 

The next step is clustering. By obtaining the objects, 

they must be separated from each other and then can be 

further processed. Before we go through to the CVR-

DBSCAN, we discuss the brief explanation of the 

DBSCAN algorithm which is the basis of our 

improvement. Based on density, DBSCAN works by 

clustering data according to two parameters: epsilon  

and minimum points , so it can be called that 

DBSCAN is an automatic clustering because it doesn’t 

need to determine the preliminary number of clusters.  

is a region that limits the search for core points, the main 

key to forming a cluster. In addition, there is also a 

limitation in the form of , which provides a 

minimum limit for a collection of points in  to meet 

the criteria as a core point candidate. DBSCAN depend on 

some definition explained below. 

 

• Eps-neighborhood, when two points p and q met the 

requirement of Eq. (10). 

 

𝑁𝑒𝑝𝑠(𝑝) = {𝑞 ∈ 𝑃|𝑑𝑖𝑠𝑡(𝑝, 𝑞) ≤ 𝐸𝑝𝑠} (10) 

 

where ( , )dist p q  can be obtained using Eq. (11). 

 

𝑑𝑖𝑠𝑡(𝑝, 𝑞) = √(𝑥𝑖 − 𝑥𝑗)
2
+ (𝑦𝑖 − 𝑦𝑗)

2
+ (𝑧𝑖 − 𝑧𝑗)

2
(11) 

 

• Directly density-reachable, the relation of point p and 

other points w.r.t.  and . Point q is directly 

density-reachable with point p if )( pNq eps and 

point p is a core point that meets Eq. (12). 

 

𝑁𝑒𝑝𝑠(𝑝) ≥ 𝑀𝑖𝑛𝑃𝑡𝑠 (12) 

 

• Density-reachable, the relation between point p and q

w.r.t. Eps  and MinPts  if there is a chain 

npppp ,...,,, 321 where ,,1 qpqp n == and 
1+ip  is 

directly density-reachable from ip . 

• Density-connected, the relation between point p and 

q  w.r.t. Eps  and MinPts  if there are core point that 

are density-reachable into both two points p and q . 

• Cluster, the group of points C  w.r.t. Eps  and 

MinPts  that meet the stated condition below: 

Maximality: cpqp  :, and q are density-reachable 

from p  w.r.t.  and , then Cq  . 

Connectivity: pCqp ::, is density-connected into q  

w.r.t.  and . 

 

DBSCAN was still dependent on  and  

parameters to perform clustering. This condition makes it 

difficult when the condition of objects is unpredictable. 

Curvature-Density-Based Density Spatial Clustering 

Application with Noise (CVR-DBSCAN) are improved 

DBSCAN algorithm proposed by the author which offers 

automatic estimation parameter of DBSCAN which Eps  

and MinPts , also curvature analysis for the sake of curved 

object shape. Previous research also takes up DBSCAN in 

the object recognition pipeline [4]. A brief illustration of 

the DBSCAN and CVR-DBSCAN is shown in Figs. 2 and 

3, respectively. 

 

 

Fig. 2. Flowchart of DBSCAN algorithm. 

By using k-Nearest Neighbor (k-NN) and rule-of-thumb 

of k-NN in determining k-value using Eq. (13). 

𝑘 = √
𝑁

2
 (13) 

 

where N is the sum of points in the point cloud P . Then 

followed by Eq. (14) to store the average distance between 

points ip  with their neighbors in 
idistavg . 

 

𝑎𝑣𝑔𝑑𝑖𝑠𝑡𝑖
=

𝑛𝑝𝑖

𝑘
, 𝑖 = {1,2, . . . , 𝑁} (14) 

Eps

MinPts

Eps

MinPts

Eps

Eps MinPts

Eps MinPts

Eps MinPts

Eps MinPts
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Fig. 3. Flowchart of CVR-DBSCAN algorithm. 

Then save the 
idistavg in a 2-dimensional matrix called 

distmat with its index in Eq. (15) and the illustration can 

be seen in Fig. 4. 

 

𝑚𝑎𝑡𝑑𝑖𝑠𝑡 = (
𝑖𝑑𝑥𝑖 𝑎𝑣𝑔𝑑𝑖𝑠𝑡𝑖

𝑖𝑑𝑥𝑛 𝑎𝑣𝑔𝑑𝑖𝑠𝑡𝑛

) (15) 

 

Next, data in 
distmat  is normalized using Min-Max 

Normalization using Eqs. (16) and (17). 

 

𝑠𝑐_𝑎𝑣𝑔𝑑𝑖𝑠𝑡 =
𝑎𝑣𝑔𝑑𝑖𝑠𝑡𝑖

−𝑚𝑖𝑛(𝑎𝑣𝑔𝑑𝑖𝑠𝑡)

𝑚𝑎𝑥(𝑎𝑣𝑔𝑑𝑖𝑠𝑡)−𝑚𝑖𝑛(𝑎𝑣𝑔𝑑𝑖𝑠𝑡)
 (16) 

𝑠𝑐_𝑖𝑑𝑥𝑑𝑖𝑠𝑡 =
𝑖𝑑𝑥𝑖−𝑚𝑖𝑛(𝑖𝑑𝑥)

𝑚𝑎𝑥(𝑖𝑑𝑥)−𝑚𝑖𝑛(𝑖𝑑𝑥)
 (17) 

As a result, we can see in Fig. 5 that the normalization 

is well performance because the data pattern is the same as 

Fig. 4 as the input data. 

To obtain the Eps  parameter from the graph data of k-

NN distance determined from maximum curvature point. 

The purpose of obtaining them is the same as finding the 

elbow of a curve then distnormmat  need to be rotated and 

pick the minimum value of the rotated curve. 

 

 

Fig. 4. Visualization of 
dist

mat  data. 

 

 
Fig. 5. Visualization of 𝑛𝑜𝑟𝑚𝑚𝑎𝑡𝑑𝑖𝑠𝑡 data. 

Erenow, firstly  value for rotating picked from 

𝑛𝑜𝑟𝑚𝑚𝑎𝑡𝑑𝑖𝑠𝑡 using Eq. (18) until Eq. (21) by taking four 

values in each e, f, g, and h variable. 

 

𝑒 = 𝑛𝑜𝑟𝑚𝑚𝑎𝑡𝑑𝑖𝑠𝑡(0,0) (18) 

𝑓 = 𝑛𝑜𝑟𝑚𝑚𝑎𝑡𝑑𝑖𝑠𝑡(𝑁, 0) (19) 

𝑔 = 𝑛𝑜𝑟𝑚𝑚𝑎𝑡𝑑𝑖𝑠𝑡(0,1) (20) 

ℎ = 𝑛𝑜𝑟𝑚𝑚𝑎𝑡𝑑𝑖𝑠𝑡(𝑁, 1) (21) 

where all constant gfe ,, and h acquired from value both 

in first-last at 1st and 2nd column. By using 2arctan  in 

Eq. (22), theta for rotate 
distnormmat  is obtained. 

 

𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 2 ((ℎ − 𝑔), (𝑓, 𝑒)) (22) 

 

Uniquely, the obtained theta is always 45° because the 

given data for 2arctan  is always valued (1, 1). With the 

obtained   value, Eq. (23) is used for forming the rotation 

matrix and then 
rotmat  is multiplied with 

distnormmat  

and the result of multiplication depicted in Fig. 6 which is 

saved on 
distnormmatrot . 

 

𝑚𝑎𝑡𝑟𝑜𝑡 = (
𝑐𝑜𝑠( 𝜃) − 𝑠𝑖𝑛( 𝜃)
𝑠𝑖𝑛( 𝜃) 𝑐𝑜𝑠( 𝜃)

) (23) 
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Fig. 6. Visualization of 
distnormmat

rot  data. 

From rotated data, we will search the minimum value 

using Eq. (24). 

 

𝑚𝑖𝑛𝑣𝑎𝑙 =𝑚𝑖𝑛 (𝑟𝑜𝑡𝑛𝑜𝑟𝑚𝑚𝑎𝑡𝑑𝑖𝑠𝑡
(: ,1)) (24) 

 

Next is the Eps  parameter value that can be obtained 

using Eq. (25) where the index of minimum value is used 

as an index to search its value corresponding to 
distmat . 

 

𝐸𝑝𝑠 = 𝑚𝑎𝑡𝑑𝑖𝑠𝑡(𝑖𝑑𝑥_𝑚𝑖𝑛𝑣𝑎𝑙) (25) 

 

Finally, the MinPts  parameter can be obtained which is 

the parameter for determining how many points in a radius 

will be satisfied and becoming one of them a core point. 

The calculation is shown in Eq. (26). 

 

𝑀𝑖𝑛𝑃𝑡𝑠 =
∑ 𝑁𝐸𝑝𝑠(𝑝𝑖)

𝑁
𝑖

𝑁
 (26) 

 

Although all parameters are obtained, because the 

objects are stacked, this causes a lot of data to overlap with 

each other, so the shape of the object must be considered 

for separation. Based on these problems, curvature 

analysis is needed to provide improvement with additional 

information. This algorithm adds curvature analysis to 

determine a point that can be a core point which is a 

determinant of the formation of a cluster. 

Before we can know the curvature value of each point, 

first of all, we must estimate its normal point based on its 

nearest neighbor. By taking k  value automatically using 

rule-of-thumb in k-NN in Eq. (13). Then, we form a 

covariance matrix based on the neighbor of point ip  in P  

by using Eqs. (27)–(29). 

 

𝐶 =
1

𝑘
⋅ (𝑝𝑖 − 𝑝𝑖) ⋅ (𝑝𝑖 − 𝑝𝑖)

𝑇 (27) 

𝐶 =
1

𝑘
⋅ [𝑥𝑎 𝑦𝑎 𝑧𝑎] ⋅ [

𝑥𝑏

𝑦𝑏

𝑧𝑏

] (28) 

𝐶 =

[
 
 
 
𝑥𝑎𝑥𝑏

𝑘

𝑦𝑎𝑥𝑏

𝑘

𝑧𝑎𝑥𝑏

𝑘
𝑥𝑎𝑦𝑏

𝑘

𝑦𝑎𝑦𝑏

𝑘

𝑧𝑎𝑦𝑏

𝑘
𝑥𝑎𝑧𝑏

𝑘

𝑦𝑎𝑧𝑏

𝑘

𝑧𝑎𝑧𝑏

𝑘 ]
 
 
 

 (29) 

After we got the covariance matrix C  in Eq. (29), then 

continued with computing Principal Component Analysis 

(PCA) to obtain the eigenvalue and eigenvector. For 

example,   and v  are eigenvalue and eigenvector, 

respectively, then apply Eq. (30). 

 
(𝐶 − 𝜆𝐼) × 𝑣 = 0 (30) 

 

where I  is the identity matrix. Eigenvalue obtained by 

solving the characteristic equation as can be seen in 

Eq. (31). 

 

𝑑𝑒𝑡(𝐶 − 𝜆𝐼) = 0 (31) 

 

Generally, characteristic equation results in an 3rd order 

quadratic equation with constant value as shown in 

Eq. (32). 
 

𝜆3 − 𝑎2𝜆
2 + 𝑎1𝜆 − 𝑎0 = 0 (32) 

 

The solutions obtained from Eq. (32) are 1 , 2 , and 

3  where each is an eigenvalue of the covariance matrix 

C . After the eigenvalue is obtained, continue by finding 

the eigenvector from the covariance matrix C  by 

substituting each   obtained from Eq. (32). Then, 

compute IC −  using Elementary Row Operations until 

we get the Reduced Row Echelon. Finally, the eigenvector 

can be obtained in Eq. (33). 

 

𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟 = [

𝑣1

𝑣2

𝑣3

] (33) 

 

Normal point in ,, yx  and z  can be obtained from 

Eq. (33) that shown in Eqs. (34)–(36). 

 

𝑛𝑜𝑟𝑚𝑎𝑙_𝑥 = 𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟[0] (34) 

𝑛𝑜𝑟𝑚𝑎𝑙_𝑦 = 𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟[1] (35) 

𝑛𝑜𝑟𝑚𝑎𝑙_𝑧 = 𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟[2] (36) 

 

After successfully obtaining the normal point, the 

curvature of a point is obtained using Eq. (37). 

 

𝑐𝑢𝑟𝑣𝑎𝑡𝑢𝑟𝑒 = |
𝜆

𝐶(0,0)+𝐶(1,1)+𝐶(2,2)
| (37) 

 

Discontinuity is a graph analysis technique used to 

determine the elbow of a curve which indicates a 

significant difference in value at that point. The algorithm 

to obtain the discontinuity is the same as the Eps parameter 

finding, in which the input data used is the curvature of 

each point in all eps-neighborhood from point ip  that is 

already sorted in ascending order depicted in Fig. 7. 
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Fig. 7. Visualization of input curvature in eps-neighborhood data. 

From the obtained data, we need to normalize the data 

using Min-Max Normalization in Eq. (38). 

 

𝑛𝑜𝑟𝑚𝑒𝑑𝑐𝑢𝑟𝑣 =
𝑐𝑢𝑟𝑣𝑖−𝑚𝑖𝑛(𝑐𝑢𝑟𝑣)

𝑚𝑎𝑥(𝑐𝑢𝑟𝑣)−𝑚𝑖𝑛(𝑐𝑢𝑟𝑣)
 (38) 

 

where curv  is the curvature value of point in eps-

neighborhood, and i  is the index of point. 

After normalized data is obtained, the next step is the 

same as the Eps  finding algorithm and we get the curvdisc  

value as the result. Then, the point with the highest 

curvature will be used as a threshold for determining the 

core point. Apart from using discontinuity, there is another 

calculation using an average of the curvature, where the 

curvature data from points within a radius of Eps  will be 

averaged to be used as a threshold in determining the core 

point. 

 

𝑎𝑣𝑔𝑐𝑢𝑟𝑣 =
∑ 𝑐𝑢𝑟𝑣𝑖

𝑁
𝑖=1

𝑁
 (39) 

 

Lastly, instead of just using MinPts  as a determinant of 

the core point MinPtsNeps  , with curvature analysis 

Eq. (40) is used as an addition for the determination of the 

core point. 

 

𝑐𝑜𝑟𝑒𝑝𝑜𝑖𝑛𝑡 = {
𝑖𝑔𝑛𝑜𝑟𝑒,𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑐𝑜𝑟𝑒𝑝𝑜𝑖𝑛𝑡,|𝑐𝑢𝑟𝑣(𝑝)|<𝑎𝑣𝑔𝑐𝑢𝑟𝑣|||𝑐𝑢𝑟𝑣(𝑝)|<𝑑𝑖𝑠𝑐𝑐𝑢𝑟𝑣

 (40) 

 

Our improvement algorithm is divided into three. There 

are Auto-DBSCAN which involves the automatic 

estimation parameter, CVR-DBSCAN-Avg which adds 

the curvature analysis and takes the average for core point 

deciding, and CVR-DBSCAN-Disc which adds the 

curvature analysis and makes the discontinuity result as the 

core point determination. As a summary, we provide a 

comprehensive comparison shown in Table I which shows 

the main difference from the novel DBSCAN. 

 

 

TABLE I. COMPARISON OF DBSCAN ALGORITHM 

Factors DBSCAN CVR-DBSCAN 

Parameters Selection Manual Automatic 

Deep Analysis of 

Object’s Shape 
Doesn’t exist Curvature Analysis 

III. RESULT AND DISCUSSION 

A. Experimental Setup and Data Acquisition 

Using the Time-of-Flight CamBoard pico flexx camera 

to obtain the data, in this research several experimental 

parameters and setup were used. The camera is placed in a 

fixed position and the height perpendicular to the plane is 

42 cm. Then the object is placed in a box sized 

30.3×20.8×8.2 cm as depicted in Fig. 8. 

 

 

Fig. 8. Visualization of the experimental setup. 

To represent the real condition in industry, variety in 

placing the objects divided by well separated, well piled, 

and arbitrary piled. Fig. 9 shows the example in real 

condition of the objects and its point cloud data obtained 

by CamBoard pico flexx Time-of-Flight camera. To 

evaluate the proposed systems, 50 data of each condition 

have been taken. 

 

   

   

(a) (b) (c) 

Fig. 9. Variety of placing objects (a) Well separated, (b) Well piled, (c) 

Arbitrary piled. 

B. Preprocessing 

Obtained data is inseparable from non-measured data 

which is unreadable and has been removed using Remove 

NaN data which the representation can be seen in Fig. 10. 
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(a) (b) 

Fig. 10. Point cloud data representation (a) Before remove NaN, (b) 

After remove NaN. 

However, the result of the Passthrough Filter that 

eliminates the data outside the box can be seen in Fig. 11. 

 

   
(a) (b) (c) 

Fig. 11. Sample visualization result of passthrough filter (a) Well 

separated, (b) Well piled, (c) Arbitrary piled. 

The performance of preprocessing is within 5–10 ms 

and depicted in Fig. 12 mostly stable in 5 ms although the 

placement condition is different. Also preprocessing can 

reduce around 60% of total points where the original point 

cloud obtained from the camera is 38,304 points. With 

100% accuracy in preprocessing made it possible to go on 

to the next step of all data. 

 

 

Fig. 12. Computational time of preprocessing. 

C. Segmentation 

For obtaining individual data, the object must be 

separated both by its plane and each other. 

1) Plane segmentation 

By using RANSAC, the object in a scene fully succeeds 

separated by its plane which makes it possible to process 

only the object. Fig. 13 shows the example result of plane 

segmentation in all conditions. 

 

   
(a) (b) (c) 

Fig. 13. Sample visualization result of plane segmentation (a) Well 

separated (b) Well piled (c) Arbitrary piled. 

The computational time in well separated conditions is 

the fastest among other conditions. This happened because 

the complexity of placements in well piled and arbitrary 

piled is higher than well separated. Nevertheless, 

execution time is still relatively fast with a 10ms maximum 

computational time taken from Fig. 14. 

 

 

Fig. 14. Computational time of plane segmentation. 

2) Clustering 

After we have separated the object against its plane, 

before moving to the next step the segmented object must 

be individually separated from each other. Here, we 

present CVR-DBSCAN for the clustering and will be 

compared by a common algorithm like Euclidean 

clustering and novel DBSCAN. 

CVR-DBSCAN generates  and  parameter 

values automatically, with a distribution that is shown in 

Fig. 15. As can be seen, the results of the given parameters 

give varying values, this happens because the entire dataset 

has a different arrangement from one another. As a stage 

that has high urgency, determining parameters for 

successful clustering is important because the data given is 

not always ideal and diverse, this is one of the advantages 

of CVR-DBSCAN. 

 

 
(a) 

 

 
(b) 

Fig. 15. Distribution value of estimated parameters (a) Eps , (b) 

MinPts . 

Eps MinPts
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To analyze and validate the performance of clustering, 

we use qualitative analysis which compares the clustering 

result with the actual object that was seen in the real world. 

We compare the performance using a common algorithm 

like Euclidean clustering [10] and novel DBSCAN based 

on our previous research [4]. The visual comparison 

example can be seen in Fig. 16. 

Unlike our algorithm where the parameters are given 

automatically and can adjust the existing data. But in 

computational time, Euclidean clustering got the fastest 

among others because of its simplicity in calculating and 

processing.As the result is well separated, overall, the 

algorithm can work extremely well with average accuracy 

up to 99% with the highest accuracy gained by DBSCAN 

(Eps = 0.01, MinPts = 50) and our Auto-DBSCAN. It can 

happen because all the objects in a scene are naturally 

separated so that the systems can easily group the object 

individually. As well as the stability of the accuracy given, 

the two algorithms have the highest stability among the 

others. It can be seen in Fig. 17(a), that both algorithms 

have a denser distribution of accuracy which indicates 

performance stability.  

 

 

Fig. 16. Visual comparison result on clustering. 

However, it must be remembered that by using 

DBSCAN, we must set the correct parameter values, 

because parameters other than (Eps = 0.01, MinPts = 50) 

have a more diverse distribution of accuracy values. This 

makes it difficult for users to tune manually because it 

takes a lot of time to find the best parameters. 

 

 

(a) 

 

(b) 

 
(c) 

Fig. 17. Clustering result on well separated (a) Accuracy distribution 

value, (b) Average accuracy, (c) Computational time. 

Move to well piled placement, here the advantages of 

DBSCAN begin to appear. In piled objects, density 

calculation becomes important because the point cloud 

data is overlapping and makes it difficult if we use only the 

distance to consider the cluster like Euclidean clustering. 

The accuracy of that algorithm drops dramatically to 

31.9% where the DBSCAN still can reach up to 75% 

accuracy. By using the right parameters (Eps = 0.008, 

MinPts = 40) DBSCAN can provide the highest accuracy 

to match CVR-DBSCAN-Avg with an average accuracy 

of 98.83%. However, the stability of accuracy provided by 

DBSCAN which can be seen in Fig. 18(a) at accuracy 

distribution is below Auto-DBSCAN and CVR-DBSCAN. 

With this result, our algorithm provides the advantage of 

not only high accuracy results but also provides accuracy 

stability on the entire test data because the parameters 

given can adjust and are not fixated on only one parameter 

value for the entire test data which may not be suitable 

although with a relatively higher computation time than 

the novel DBSCAN. 
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(a) 

 
(b) 

 

 
(c) 

Fig. 18. Clustering result on well piled (a) Accuracy distribution value 

(b), Average accuracy, (c) Computational time. 

Finally, in arbitrary piled placement, CVR-DBSCAN 

continues to show its advantages. With the more 

complicated placement of randomly placed and stacked 

objects, CVR-DBSCAN-Avg can still handle well and 

resulting in an average accuracy of 73.17%. Compared to 

Euclidean clustering whose accuracy drops significantly at 

14.62% and surprisingly DBSCAN (Eps = 0.008, MinPts 

= 40) gives the best average accuracy at 80.43% which is 

superior when compared to CVR-DBSCAN-Avg with the 

best average accuracy of 73.17%. This can occur due to the 

correct parameter selection on the test data where CVR-

DBSCAN provides dynamic parameter estimation 

following the given data. 

From stability, Fig. 19(a) gives the accuracy distribution 

on the test data where CVR-DBSCAN-Avg has fairly high 

stability where there is only one accuracy value that is far 

from the population. In DBSCAN, if the parameter 

selection is not correct, it will have an impact on accuracy 

and stability, in contrast to CVR-DBSCAN, our three 

algorithms provide consistent stable accuracy throughout 

the test data. 

 

 
(a) 

 
(b) 

 

 
(c) 

Fig. 19. Clustering result on arbitrary piled (a) Accuracy distribution 

value, (b) Average accuracy, (c) Computational time. 

By performing curvature analysis which is useful for 

random and stacked objects that have a variety of curves. 

IV. CONCLUSION 

By using the improvement of the DBSCAN algorithm 

in terms of parameter estimation automation and curvature 

analysis, it is proven to provide improved clustering 

performance which can handle objects that have various 

placements. Although there is one case where the average 

accuracy of CVR-DBSCAN is still below that of the novel 

DBSCAN in arbitrary piled, in terms of accuracy stability 

in the overall data CVR DBSCAN provides good results. 

This is all made possible by applying the improvement on 

CVR DBSCAN. Also, in computational time, our 

improvement gives a competitive result that is close to 

novel DBSCAN which can be implemented in the real 

system. Since the algorithm is running well and suits 

several conditions in reality, what should be of concern is 

the computational time that should be improved as fast as 

possible. With combination of good accuracy and fast 
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computational time makes the CVR-DBSCAN algorithm 

even better. 
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