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Abstract—Surveillance systems are very popular today. 

Efficiently access the record image of surveillance system is 

an important research goal. This paper proposes a simple 

method to enhance the video image summarization. The 

video summarization production process in this paper is 

divided into intrusion detection of moving objects and time 

axis with animation output. The purpose is to improve the 

surveillance access efficiency of documentary video. In 

moving target detection section, a series of image processing 

method is applied for processing images. It is recognized as 

an invasion of moving object image storage. It will save the 

image production time code and mark the top left corner in 

the image. Finally, the summarization of both WMV and 

AVI video files are conducted in this paper. 

 

Index Terms—digital image processing, surveillance system, 

video summarization, image processing, time code 

 

I. INTRODUCTION 

The development of surveillance system and digital 

image processing techniques are more popular day by day. 

They are almost in everywhere, such as public institutions, 

private shops, companies, and general houses. The 

evolution of surveillance system is very fast. It includes 

the digitization, network, wireless and the cloud 

computing. The home surveillance system even can be 

accessed by the mobile phone apps [1]. If it is necessary, 

such as the accident is happened, someone needs to check 

the video. It is usually need a lot of time to watch the 

video. So, the efficiency of examining the surveillance 

records is an important part of the surveillance system. 

The desired period of video maybe just a short time, but 

the total surveillance contents are several tens of hours in 

the video. A long period of video is useless but user has 

to spend a lot of time to search the desired period. The 

total recording video takes a lot of capacity of hard disk 

and the transfer time will be longer also. This paper 

proposes a new method for recording video by using 

image processing to summarize the video contents [2], [3]. 

It can save a lot of time and capacity of hard disk by the 

proposed video summarization algorithm. In order to 

verify the effectiveness of the proposed method, the 

image recognition rate and accuracy of the time axis are 

simulated by using the Matlab software to accomplish the 

above methods. 
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II. RESEARCH METHODS 

A. Moving Objects Detection 

Fig. 1 represents the flow diagram of the proposed 

method. First, based on total time of all frames to 

calculate the frames per second (FPS). Second, the 

system uses temporal differencing to produce the 

difference between two frames and convert image to 

binary. Third, it refines the binary image by morphology 

processing [4], [5]. Final, the status of image can be 

determined in the system.  

Input video
Temporal 

differencing

Convert image to 

binary

Morphology 

processing

Determine the status 

of image

 

Figure 1.  Flow diagram of invasion objects detection. 

 

Figure 2.  Temporal differencing result. 

Temporal differencing [6], [7] is the fastest way to find 

the difference between two images. If the difference of 

pixel is under the criterion, which means this pixel is not 

a moving object. The difference of pixel is above the 

criterion, which means the pixel is a moving object. This 

method is mainly used to detect image changes in the 

video. It has good performance for adaptability of 

environment and does not interfere with brightness 

change. Its disadvantage is that the images need to further 

processing for more complete foreground image. The Fig. 

2 represents the temporal differencing result and it can 
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get the uncompleted contour. Compared to the 

background subtraction which needs to establish a set of 

background model for comparison with the current image, 

temporal differencing is not limited to the default 

background and too many complex operations. Therefore, 

this paper uses a temporal differencing to detect a moving 

object. The algorithm will improve the environment and 

reduce the fitness of processing speed to increase its 

usability. 

The frequency of temporal differencing will affect the 

recognition accuracy and efficiency of the overall system. 

Higher processing frequency can improve accuracy, but it 

will increase the computational load of the system and 

reduce overall system speed. Otherwise, the lower 

frequency of the image with no excessive detection and 

reduce recognition accuracy rate. But it will significantly 

reduce the amount of computation system, and increase 

overall system speed. As shown in Fig. 3, the FPS is 30 

but the processing frequency of the system is 3Hz. It is 

90% reduction in the amount of calculation. As shown in 

Fig. 4, the FPS is 30 but the processing frequency of the 

system is 30Hz. It is very accurate but the computation 

complexity is too high and overall efficiency is poor. 

 

Figure 3.  3Hz Temporal differencing image. 

 

Figure 4.  30Hz Temporal differencing image. 

Due to the temporal differencing has better adaptation 

of the brightness than background subtraction, therefore it 

does not need other color space to remove the shadow to 

improve the accuracy of the image [4], [8]. This paper 

uses the RGB color space [9]-[10], because the RGB 

image has faster processing speed. An RGB image is 

converted according to Equation 1 which points per pixel 

gray scale image into between 0-255. Then turn to binary 

image based on the threshold. In this paper the threshold 

is chosen 0.375, which represents when the pixel gray 

scale less than 96 is set to 0 that is black. Otherwise, the 

pixel higher than 96 is set to 1 that is white. As shown in 

Fig. 5, this is a RGB image which after temporal 

differencing. Then the system converts the RGB image to 

the binary image and it can get the black-white image. 

0.114)*B+0.587)*(G+0.299)*(R=Gray      (1) 

    

Figure 5.  RGB image transfer to binary image after temporal 
differencing. 

The threshold must be chosen moderately. The lower 

threshold value is too sensitive to environmental that 

causes excessive noise, otherwise, the higher threshold 

value causes the object is unobvious, which is shown in 

Fig. 6. 

    

Figure 6.  The image results for too low or too high threshold. 

Morphology processing is an important part of image 

processing. The basic idea is using a set of structural 

elements to get the massage in the image. It can apply the 

geometry to change the shape, size and finally retain the 

basic shape of the characteristics of the image. The basic 

operation is dilation, erosion, closing and opening. As 

shown in Fig. 7, the small pieces will be connected to a 

solid block and it can get the foreground contour. 

 

Figure 7.  Morphology processing. 

B. Determine the Status of Objects 

The flow diagram of determining the status is shown in 

Fig. 8, the total number of the white pixels is X. X 

divided by the resolution Y to get Z. If Z is greater than 

the threshold that means moving objects in current frame, 

otherwise, if it is lower than threshold that means no 

moving objects in current frame. After determination, it 

can save the frame which has moving objects, and 

remove the other frame. It stores the image and marks the 

value of N which is the number of frame in the video. 
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Figure 8.  Flow diagram of determining the status. 

III. THE TIME AXIS AND OUTPUT OF ANIMATION 

The main idea of time axis and the output of animation 

are to save fragments of determined moving objects, 

which are called abstract image and giving time codes in 

the original video in order to access it. As shown in Fig. 9, 

first, it reads the stored frame of determined invasion of 

the moving object in the previous paragraph, calculates 

the time axis based on each stored frame tag N, and 

displays in the video. Then it products a video by using 

the principle of making animation and perform the same 

set according to the original video’s FPS. Finally, it gets 

an AVI video file which contains the time axis and video 

summary. 

Input the 

stored frame
Set Timecode

Make the 

animation

Output AVI 

video

 

Figure 9.  The flow chart of time axis and the output of animation. 

A. Time Code 

The determination of the time axis is depended on the 

value of N in the original frame, which is shown in (2). X 

for Xth seconds and N for Nth frames in the original 

video. For example, a video is up to 1000 seconds and it 

is 30 FPS, which represents the video contains 30000 

frames. The frame appears at the 500th in the original 

video if N is 15000. 

(sec)
N

Numberof seconds
Number of frames

X        (2) 

Time axis aims to access the original video as well as 

to confirm the time point conveniently. It can clearly 

indicate the time point of the abstract image. As shown in 

Fig. 10, the time axis is displayed in upper left corner in 

the video. H means hours, M means minutes, and S 

means seconds. 

 

Figure 10.  The schematic diagram of time axis. 

B. The Process of Making Animation 

The advantages of Audio Video Interleave (AVI) is 

that the process of such format only describe the data 

structure of frames in a video, no specific side 

compression code to convert any types of format, that is 

why we use such format of a video. As shown in Fig. 11, 

there are 20 continuous frames and the black screens 

means no moving objects in those screens. If the original 

video is 20 FPS, we will also set the output video to 20 

FPS, so we can know that the process starts from the 

frame tagged m3321 at 0h 2m 46.05s and ends at 0h 2m 

46.8s. 

 

Figure 11.  The animation pane. 

IV. EXPERIMENTAL RESULTS 

Because the final results of this experiment are AVI 

video files and each image file final summary ranging 

from 10 minutes to 30 minutes. It will be split up to over 

ten thousand pictures, so only take out a part of the 

summary images to verify the proposed method. The 

experimental results include two parts which are image 

recognition rate and accuracy of the time axis, 

respectively. 
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A. Image Recognition Rate 

In the experiment the system uses both Windows 

Media Video (WMV) files and AVI files. When a 

moving object enters the picture, it starts abstract images 

and records. The video 1 is a WMV file shown as Table I 

in which there are eight screens were lost. The video 2 is 

an AVI file shown as Table II and the correct rate of 

abstract images recorded quite well. 

TABLE I.  VIDEO 1 

Original film format Original film length 

320*240 WMV 02 hr. 48min. 23sec. 

Starting time code 
Ending time 

code 
FPS film  

02:27:29:05 02:27:31:08 22. 

Correct frames 40 

Incorrect frames  8 

TABLE II.  VIDEO 2 

Original film format Original film length 

176*144 AVI 01 hr. 07min. 53sec. 

Starting time code 
Ending time 
code 

FPS film  

00:24:17:11 00:24:18:28 30 

Correct frame 48 

Incorrect frame 0 

B. Time Axis Correct Rate 

In this experiment the system still uses both WMV 

files and AVI files. When a moving object enters the 

picture, it starts abstract images and records. The video 3 

is a WMV file shown as Table III in which there are 

some errors for time axis. The video 4 is an AVI file 

shown as Table IV and the time axis is exactly correct. 

TABLE III.  VIDEO 3 

Original film format Original film length 

320*240 WMV 02 hr. 48min. 23sec. 

Original film time code 

Summarizat

ion  
Time code 

FPS video  

00:47:08:0 00:53:28:21 22.07 

Time error + 00:06:20:00 

TABLE IV.  VIDEO 4 

Original Film format Original film length 

176*144 AVI 01 hr. 07min. 53sec 

Original film time code 

Summarizati

on  

time code 

FPS video  

00:26:43 00:26:43:15 22.07 

Time error + 00:00:00:00 

C. Experiment Analysis 

The statistical results of moving objects detection on 

both WMV and AVI files are shown in Table V. The 

WMV video files have total 222,910 scenes and it has 

10212 false pictures. The image recognition rate of WMV 

files is 95.41%. AVI video files have total 122,190 scenes 

and it has 6996 false pictures. The image recognition rate 

is 94.30%. The time axis errors for both WMV and AVI 

files are shown in Table VI. The time axis error in the 

WMV file is from 0 second to 6 minutes and 42 seconds. 

The time axis error of AVI file is always zero. 

TABLE V.  VIDEO 5 

 WMV Format AVI Format 

Entire Frame  222910 122190 

Correct Frame  212698 115224 

Incorrect Frame  10212 6966 

Recognition Rate 95.41% 94.30% 

TABLE VI.  VIDEO 6 

 WMV Format AVI Format 

Maximum 
Time Error (Sec) 

402 0 

Minimum  
Time Error (Sec) 

0 0 

V. CONCLUSIONS 

In order to enhance the efficiency of the video image 

surveillance, this paper proposed a summarization 

method which can detect the moving object and 

summarize such images. This algorithm can help users to 

check whether it has moving objects during a long time 

period. It can save a lot of time and computer capacity. 

Based on the experimental results, the detection rates for 

both WMV and AVI video image are over 94.3%. The 

time axis is 100% correct for AVI files and the accuracy 

of time axis of WMV is 93.8%. 
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