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Abstract—Face image recognition has been widely used and 

implemented in many aspects of life, such as in the field of 

investigation or security. However, research in this area is 

still rarely done. Source images in this paper are taken 

directly from 41 students with a total of 131 faces in JPG 

format, each with a dimension of 256×256. By applying 

Discrete Wavelet Transform and Discrete Cosine Transform, 

an image can be represented as a number of DCT 

coefficients efficiently. Recognition process is done using 

Radial Basis Function Neural network. The experiment 

results show that the best configuration for RBF is 8×41×41 

with recognition rate of student faces is 100% and 98% of 

the sample face images are identified perfectly.  

 

Index Terms—discrete wavelet transform, discrete cosine 

transform, radial basis function neural network 

 

I. INTRODUCTION 

Feature-based approach and brightness-based approach 

can be applied in face recognition system. The feature-

based approach uses key point features of the face, such 

as the edges, eyes, nose, mouth, or other special 

characteristics. Therefore, the calculation process only 

covers some parts of the image that have been extracted 

in prior. On the other hand, the brightness-based 

approach calculates all parts of the image. It is also 

known as holistic-based or image-based approach.   

Since all parts of the image have to be considered, the 

brightness-based approach needs a longer time to process 

and is also complicated. To make it short and simple, the 

image has to be transformed to a certain model. Many 

models have been proposed. One of that model was 

introduced by Turk and Pentland, 1991, using the 

Principle Component Analysis [1]-[3]. Other proposed 

model applied such as Discrete Wavelet Transform 

(DWT) [4] and Discrete Cosine Transform [5]-[8]. In the 

present paper, combined model of DWT and DCT is 

applied. 

After extracting features of the image by using DWT 

and DCT, the system goes to a recognition phase. There 

are also a lot of recognition models that can be used, such 
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as back propagation neural network [4] and Hidden 

Markov Models [5], [6]. This paper discusses on how 

face recognition can be done using Radial Basis Function 

Network, RBFN [8], [9] 

II. FEATURE EXTRACTION AND RECOGNITION SYSTEM 

A. Discrete Wavelet Transform 

Wavelet transform decomposes a signal into a set of 

basis functions. These basis functions are called wavelets. 

Wavelets are obtained from a single prototype wavelet 

called mother wavelet by dilation and shifting [10]. The 

DWT has been introduced as a highly efficient and 

flexible method for sub band decomposition of a signal. 

The 2D-DWT is nowadays established as a key operation 

in image processing. It is known as a multi-resolution 

analysis, and it decomposes images into wavelet 

coefficients and scaling function. 

 

Figure 1.  Three level decomposition for 2D-DWT 

Wavelet transform converts the image into a series of 

wavelets that can be stored more efficiently than pixel 

blocks. Wavelets have rough edges, they are able to 

render pictures better by eliminating the blocks. The 

process is done through filters with different cut-off 

frequencies at different scales. It is easy to implement, 

and reduces the computation time and resources required 

[11]. A 2-D DWT can be seen as a 1-D wavelet scheme 

which transforms along the rows and then a 1-D wavelet 

transform along the columns. The 2-D DWT operates in a 

straight forward manner by inserting array transposition 

between the two 1-D DWT. The rows of the array are 

processed first with only one level of decomposition. This 
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essentially divides the array into two vertical halves, with 

the first half storing the average coefficients, while the 

second half stores the detail coefficients. This process is 

repeated again with the columns, resulting in four sub-

bands for each decomposition level (see Fig. 1) within the 

array defined by filter output. Fig. 1 shows a three-level 

2-D DWT decomposition of an image [12]. 

B. Discrete Cosine Transforms 

Discrete Cosine Transform (DCT) is a transform 

coding mostly used in signal processing or digital image 

processing. It is derived from the Discrete Fourier 

Transform (DFT). The objects of this paper are in the 

form of images. Therefore 2D DCT are implemented [7], 

[8]. Spatial domain of an image 𝐼(𝑥, 𝑦) is transformed to 

frequencies domain as 𝐶(𝑢, 𝑣) which is stated as (1) & 

(2), and the inverse as (3). 

𝐶(𝑢, 𝑣) =  𝛼(𝑢)𝛼(𝑣)∑ ∑ 𝐼(𝑟, 𝑐) cos [
(2𝑟+1)𝑢𝜋

2𝑁
]𝑐𝑜𝑙

𝑐=0 cos [
(2𝑐+1)𝑣𝜋

2𝑁
]𝑟𝑜𝑤

𝑟=0  

(1) 

𝛼(𝑢), 𝛼(𝑣) =  

{
 

 √
1

𝑁
𝑓𝑜𝑟 𝑢, 𝑣 = 0,

√
2

𝑁
𝑓𝑜𝑟  𝑢, 𝑣 = 1, 2,… , 𝑁 − 1

            (2) 

𝐼(𝑟, 𝑐) = ∑ ∑ α(𝑢)α(𝑣)C(𝑢, 𝑣)cos [
(2𝑟+1)𝑢𝜋

2𝑁
]𝑐𝑜𝑙

𝑣=0 cos [
(2𝑐+1)𝑣𝜋

2𝑁
]𝑟𝑜𝑤

𝑢=0  

(3) 

DCT has important properties. They are de-correlation, 

energy compaction, domain scaling, separability, and 

symmetry. De-correlation means that there is no 

correlation in calculating among all the DCT coefficients. 

Therefore, all DCT coefficients can be calculated 

independently. DCT exhibits excellent energy 

compaction for highly correlated images. Efficacy of a 

transformation scheme can be directly gauged by its 

ability to pack input data into as few coefficients as 

possible without introducing visual distortion in the 

reconstructed image significantly. To be noted that DCT 

is not scaling invariant. This implies that in an image 

recognition system, all of the images used either for 

training or identification have to be uniform in size. 

Separability means that the DCT coefficients can be 

computed in two steps by successive 1-D operation on 

rows and columns of an image. It is stated in (4). Another 

look at the row and column operations in Equation (4) 

reveals that these operations are functionally identical. 

Such a transformation is called a symmetric 

transformation [9]. 

𝐶(𝑢, 𝑣) =  𝛼(𝑢)𝛼(𝑣)∑ cos [
(2𝑟+1)𝑢𝜋

2𝑁
] ∑ 𝐼(𝑟, 𝑐)𝑐𝑜𝑙

𝑐=0 cos [
(2𝑐+1)𝑣𝜋

2𝑁
]𝑟𝑜𝑤

𝑟=0   

(4) 

C. Radial Basis Function Neural Network 

The idea of Radial Basis Function (RBF) networks is 

derived from Multi-Layer Perceptron (MLP) networks, 

but RBFNs take a slightly different approach. They have 

five main features. They are two-layer feed-forward 

networks. The hidden nodes implement a set of radial 

basis functions (e.g. Gaussian functions). The output 

nodes implement linear summation functions as in an 

MLP. The network training is divided into two stages: 

first the weights from the input to hidden layer are 

determined, and then the weights from the hidden to 

output layer. The training/learning process is very fast. 

Configuration of RBFN for P input nodes with Q hidden 

nodes and R output nodes can be seen in [10]. Fig. 2 is an 

example scheme of RBFN.  

 

Figure 2.  Structure of RBFN 

The goal of RBF is to find a function 𝑓: 𝑥𝑝 → 𝑦𝑟  so 

that it can interpolate a set of N data points in a p-

dimensional input space, 𝒙 = (𝑥𝑖  𝑥2… 𝑥𝑝), to be mapped 

onto the r-dimensional output space, 𝒚 = (𝑦𝑖  𝑦2… 𝑦𝑟) . 

Every hidden node has a center vector, 𝒙𝒄 =
(𝑥𝑐1 𝑥𝑐2 …𝑥𝑐𝑝) and a variance, 𝜎𝑐

2 . The output of every 

hidden node is stated in (5), then by doing linear 

combination with the weights,  𝑊𝑘𝑗 , from hidden nodes to 

the output nodes, the output of the RBF is in (6). Remove 

the first page footnote if you don’t have any information 

there. 

 𝜑(‖𝒙 − 𝒙𝒄‖), 𝜑(𝑎) = 𝑒𝑥𝑝 (−
𝑎2

2𝜎2
) (5) 

 𝒚𝒌 = 𝑓(𝒙) = ∑ 𝑊𝑘𝑗𝜑𝑗 (‖𝒙 − 𝒙𝒄𝒋‖)
𝑞
𝑗=1      (6) 

III. SYSTEM DESIGN 

Block diagram of the system is presented in Fig. 3. 

They consist of training process and recognizing process. 

The outputs of the training process are the average and 

the standard deviation of each hidden node, and also the 

weights of RBFN from hidden nodes to the output nodes. 

On the other hand, for recognizing process, the output is 

the name of the person, while the input is a face image. 

 

Figure 3.  Block diagram of the system 

Face images for training process consist of 131 images 

from 41 subjects. Each subject consists of at least three 

images. Four of them are shown in Fig. 4.  

Face detection of each input image is applied and then 

the face image is normalized to the size of 256×256 

pixels, and then it is transformed into gray scale image. 

Fig. 5 shows forty two of the normalized sample trained 

images. 
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Figure 4.  Four sample input images 

      

      

      

      

      

      

      

Figure 5.  Forty two sample images to be trained 

Feature extraction is done by implementing DWT and 

DCT. The output of the process is m × m  DCT’s 

coefficients. Some of these DCTs are used in training 

process by RBFN with 𝑝 input nodes, 41 hidden nodes 

and 41 output nodes. 

Suppose 𝑝-DCT coefficients are used as the features of 

an image, and there are 𝑛 images in training set with 𝑘 

classes labeled as 𝑐𝑖 , 𝑖 = 1,2, … , 𝑘 , therefore the input 

data set can be stated as a 𝑛 × 𝑘  matrix stated as 𝑋 =

{𝑥𝑖𝑗  |𝑖 = 1,2, … , 𝑛  ;  𝑗 = 1,2, … , 𝑘}.  The training process 

outputs are 𝜇𝑖, 𝜎𝑖
2, 𝑖 = 1,2, … , 𝑘  and also the weights of 

RBF matrix from hidden layer to output layer, labeled as 

𝑊 with size 𝑘 × 𝑘. 𝜇𝑖 and 𝜎𝑖
2 are parameters of i

th
 node in 

the hidden layer, and they are vector centre in (7) and 

variance in (8) of training data of i
th

 class out of 𝑘 classes 

respectively. For each data in the training set, 𝒙𝑖 , 𝑖 =
1,2, … , 𝑛, the output of q

th
 node in the hidden layer stated 

in (9) and the target output of node 𝑞 is in (10). It is clear 

that {ℎ𝑞} can be formed as matrix 𝐻 with size 𝑛× 𝑘, and 

{𝑡𝑞} in the form of T with size 𝑛 × 𝑘. RBF weights from 

hidden layer to output layer are 𝑊 = {𝑤𝑖𝑗} in (11). 

 𝜇𝑖𝑗 =
1

|𝐶𝑖|
∑ 𝑥𝑖𝑗𝑖𝜖𝐶𝑖

         𝑖 = {1, … , 𝑘}  ;   𝑗 = 1,2,… , 𝑝   (7) 

 𝜎𝑖
2 =

1

𝑝|𝐶𝑖|
∑ ∑ (𝑥𝑖,𝑗 − 𝜇𝑖𝑗)

2𝑝
𝑗=1𝑖∈𝐶𝑖

   𝑖 = 1, 2,… , 𝑘  (8) 

  ℎ𝑞 = 𝜑𝑞(𝑥𝑖𝑗) = 𝑒

(− 
∑ (𝑥𝑖𝑗 − 𝜇𝑞𝑗)

2𝑝
𝑗=1,𝑖∈𝐶𝑖

2𝜎𝑞
2 )

   𝑞 = 1,2, … , 𝑘    (9) 

          𝑡𝑞(𝑥𝑖𝑗) = {
1 𝑖𝑓 𝑞 = 𝑐𝑖  
0 𝑜𝑡ℎ𝑒𝑟𝑠

     𝑞 = 1,2,… , 𝑘      (10) 

 𝑊 = (𝐻𝑇𝐻)−1𝐻𝑇𝑇                              (11) 

In recognizing process, a single face image is extracted 

and then presented by 𝒙 = (𝑥1 𝑥2… 𝑥𝑝) . Furthermore, 

the output of hidden layer is presented in the form 

𝒉 = (ℎ1 ℎ2… ℎ𝑘)  in (12) and the RBFN output is 

𝒐 = (𝑜1 𝑜2… 𝑜𝑘) in (13). 

 ℎ𝑖 = 𝜑𝑖(𝒙) = 𝑒
(
‖𝒙 − 𝝁𝒊‖

2

2𝜎𝑖
2 )

         𝑖 = {1,… , 𝑘}     (12) 

 𝒐 = 𝒉𝑊                                      (13) 

It is clear that the index j with the highest value for 

component 𝑜𝑗 indicates that the input face image belongs 

to the class with the same index number in the system. 

IV. EXPERIMENT RESULT AND DISCUSSION 

The first experiment is done to determine the minimum 

number of DCTs coefficient needed to achieve good 

recognition percentage by using three levels of DWT. 

The second experiment repeats the first one, but by using 

two levels of DWT. The results of all experiments are 

tabulated at Table I. No represents the subject of the 

sample and column total for the number of image of that 

subject respectively. Whereas other numbers of each 

column indicate number of the image is able to be 

recognized correctly. 

It can be concluded that the person number 13 cannot 

be recognized with two or three levels of DWT with 2 

DCTs coefficients. Therefore, 2 DCT coefficients as a 

feature of a face image cannot be applied. 

Processing with three level of DCT gives the same 

recognition result with that of two level of DCT with 

number of DCT coeff is 64. Using 32 DCTs shows a bit 

better result with three level of DWT than that of two. 

That is person number 32. However it is not for 16 DCTs. 

That is person number 22. Recognition process is the best 

for using 8 DCTs coefficient with three level DWT 

compared with two level of DWT. 

 

Figure 6.  Person number from left to right: 8, 3, 11, 29, 20, 22, 23, 30, 
19, 13 

Further analysis shows that, the higher the level of 

DWT and the smaller the number of DCTs, the faster the 

processes will be. By using two levels of DWT and 16 

DCT coefficients, out of three samples from person #8, 

only one sample fails to be recognized and is recognized 

as person #3 as shown in Fig. 6. By using 8 DCTs, one 

sample from person #11 is recognized as #29; one sample 

from person #20, #22, #23 and #30 as #19; and one 

sample person from person #29 as #13. However, by 
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using three levels of DWT and 8 DCTs, only two images, 

#22 and #23 are recognized as #19. 

Therefore, for the best construction, we chose three 

levels of DWT with 8 DCT coefficients. 

TABLE I.  NUMBER OF IMAGE IS RECOGNIZED CORRECTLY 

No Total 

DWT 3 level with # of DCTs DWT 2 level with # of DCTs 

64 32 16 8 4 2 64 32 16 8 4 2 

1 3 3 3 3 3 3 2 3 3 3 3 3 2 

2 4 4 4 4 4 4 3 4 4 4 4 4 4 
3 3 3 3 3 3 2 3 3 3 3 3 2 3 
4 3 3 3 3 3 3 3 3 3 3 3 3 3 

5 3 3 3 3 3 3 3 3 3 3 3 3 3 

6 3 3 3 3 3 3 2 3 3 3 3 3 1 

7 3 3 3 3 3 3 3 3 3 3 3 3 2 

8 3 3 3 2 3 2 2 3 3 2 2 1 1 

9 3 3 3 3 3 3 3 3 3 3 3 3 3 

10 3 3 3 3 3 3 3 3 3 3 3 3 3 

11 3 3 3 3 3 3 1 3 3 3 2 3 1 

12 3 3 3 3 3 3 1 3 3 3 3 1 3 

13 3 3 3 3 3 3 0 3 3 3 3 3 0 
14 4 4 4 4 4 4 3 4 4 4 4 4 4 
15 3 3 3 3 3 2 1 3 3 3 3 2 2 
16 3 3 3 3 3 3 2 3 3 3 3 3 3 
17 3 3 3 3 3 3 3 3 3 3 3 3 3 
18 3 3 3 3 3 3 3 3 3 3 3 3 3 
19 4 4 4 4 4 3 2 4 4 4 4 3 2 
20 3 3 3 3 3 3 3 3 3 3 2 3 3 
21 3 3 3 3 3 3 2 3 3 3 3 3 3 
22 3 3 3 2 2 3 2 3 3 3 2 3 0 
23 3 3 3 3 2 3 1 3 3 3 2 2 1 
24 4 4 4 4 4 4 2 4 4 4 4 4 4 
25 3 3 3 3 3 3 2 3 3 3 3 3 2 
26 3 3 3 3 3 3 3 3 3 3 3 3 3 
27 4 4 4 4 4 2 2 4 4 4 4 4 3 
28 2 2 2 2 2 2 2 2 2 2 2 2 2 
29 3 3 3 3 3 3 3 3 3 3 2 2 3 
30 3 3 3 3 3 2 2 3 3 3 2 3 3 
31 3 3 3 3 3 2 1 3 3 3 3 2 0 
32 4 4 4 4 4 3 4 4 3 4 4 4 3 
33 3 3 3 3 3 3 3 3 3 3 3 3 2 
34 3 3 3 3 3 3 3 3 3 3 3 3 3 
35 4 4 4 4 4 4 4 4 4 4 4 4 2 
36 3 3 3 3 3 3 3 3 3 3 3 3 3 
37 3 3 3 3 3 3 1 3 3 3 3 3 2 
38 3 3 3 3 3 3 2 3 3 3 3 3 3 
39 4 4 4 4 4 3 3 4 4 4 4 3 3 
40 3 3 3 3 3 2 1 3 3 3 3 3 3 
41 4 4 4 4 4 4 4 4 4 4 4 3 4 
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