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Abstract—In this paper, we present an algorithm to detect 

people with both color and thermal images. This technique 

is an extension of the modified Implicit Shape Model 

algorithm that we had developed earlier. The algorithm can 

process both color and thermal images in two modes of 

White-Hot and Black-Hot using a single codebook generated 

from samples of thermal images obtained from people. The 

number of the samples used in the codebook is very small 

compared with other techniques. In the first step, the 

location of people is defined based on their proposed centers 

using the Implicit Shape Model (ISM). Then, an auto 

generated threshold process is used to detect people from 

the concentrated proposed center’s density. The 

implementation of this technique does not need high 

computing power and results in improvements in the speed 

performance and reduction in the hardware cost. The 

system was evaluated using 12 image sets, six for indoor 

environments and six for outdoor environments. Each case 

included three sets of color images plus three sets of thermal 

images. This algorithm was implemented on a mobile robot 

prototype designed for rescue assist missions and the tests 

conducted provided promising results for detecting 

individuals in image sets with difficult scenarios.  
 

Index Terms—thermal image, color image, ISM, people 

detection, rescue 

 

I. INTRODUCTION  

With the rapid growth of artificial intelligence and 

computer vision technologies in recent years, the demand 

for robust people and object detection techniques is on the 

rise because of their significance in several applications 

such as surveillance systems, drive assist systems (DAS), 

computer and robot interactive applications, rescue assist 

and military applications, and several others. Many 

studies on people detection have been carried out using 

various types of cameras such as normal color camera, 

night vision or thermal camera and so on. Each camera 

has its own advantage and disadvantage; however, using 

normal color camera is very popular in research because 

of their high resolution, low cost, and ease of availability 

compared to other types. The disadvantage is that 
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detecting people in color cameras requires more 

sophisticated approaches because of the clutter in the 

background. 

Some techniques used with thermal cameras depend on 

the hot spot detection [1]-[4]. These techniques perform 

very well in indoor environments and some easy outdoor 

scenarios. These methods assume that the environment is 

cooler than the people in that environment, but this is not 

the case in many scenarios and is a limit that stops them to 

work properly in many scenarios. 

There are other algorithms that mainly depend on 

subtracting the background [5]-[7]. These techniques 

work very well with surveillance images taken from 

stationary cameras. However, they do not work properly 

for processing images from cameras placed on mobile 

platforms, since the background subtraction process 

becomes ineffective when the background constantly 

changes.  

One of the significant studies is based on computing the 

gradients of infrared test images and applying model 

patches to a search window. In this method, Model 

Histogram Ratios (MHR) are computed between the 

patches and classified by a trained Support Vector 

Machines (SVM) classifier for each window [8]. This 

approach is similar to the original Histograms of Oriented 

Gradients (HOG) technique which was first proposed in 

[9].  

Other approaches like the Implicit Shape Model (ISM) 

algorithm [10]-[12] train the system to detect particular 

objects depending on the local appearance similarity 

between input images and the training images. These 

algorithms have the advantage of not being dependent on 

the hot spots or background subtraction. 

Most of the current studies are based on developing 

algorithms for a specific type of camera, but it is difficult 

to use the same algorithm to process images from other 

camera types. This leads to an increase in the hardware 

and software complexity of the system, since each camera 

type requires a different algorithm for processing the 

relevant image type. This will increase the system size and 

the power usage. 

The technique discussed in this paper has been 

developed for detecting people in images taken from both 

39

Journal of Image and Graphics, Vol. 5, No. 2, December 2017

©2017 Journal of Image and Graphics
doi: 10.18178/joig.5.2.39-46



thermal and color cameras. This algorithm is based on our 

Modified ISM Implementation for Grey Scale Thermal 

Images [13], [14].  

The remarkable point in this research is that the same 

training samples are used to detect people in both color 

and thermal images. This approach significantly decreases 

the amount of training images, especially for a system 

which uses both thermal and normal cameras 

simultaneously. This technique has been implemented and 

tested on a mobile robot prototype for rescue assist 

missions. 

The purpose of the robot is to search for trapped or 

injured people in hazardous places such as unstable 

buildings or destroyed structures and inform the rescue 

team who are following the robot from a safe distance. 

The paper is organized as follow: In Section 2, we 

describe the hardware of the system. In Section 3, we 

describe our proposed method in details. In Section 4, we 

explain how the experiments are designed to test the 

system for people detection. In Section 5 we present the 

results and evaluation of the system, and finally, in 

Section 6, we include the conclusion and the future work. 

II. SYSTEM HARDWARE DESCRIPTION 

The prototype that we have built for a rescue assist 

mobile robot at Flinders University is shown in (Fig. 1). 

The robot can explore an area autonomously, or can be 

controlled remotely by an operator. It scans the 

surrounding by rotating the camera and provides a 

wireless live video feed to a computer carried by the 

rescue team. The computer applies the vision process on 

the received real time video from the robot and displays a 

live video on its screen in which the detected subjects are 

highlighted. The details of the vision process have been 

demonstrated in the next section. 

 

Figure 1. A mobile robot porotype built at Flinders University. 

III. THE SYSTEM IMPLEMENTION  

The proposed approach has three main steps: 

Generating the Codebook, Learning an Implicit Shape 

Model (ISM), and Detecting Process.  

In the first step, we used extremely small number of 

training people samples with black surrounding as 

explained in detail in Sections 4 and 5. This is the main 

difference from the codebook generation step in the 

standard ISM [10]. The step of learning an Implicit Shape 

Model is similar to that in the standard ISM [10]. Our 

main contribution is in the people detection step (see Fig. 

2) and is demonstrated below: 

 

Figure 2. The recognition process for people in thermal and color image 
frames using a single prepared codebook. 

The detecting process can analyze frames taken from 

color and thermal cameras. In thermal cameras using 
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White-Hot mode, the video frames can be analyzed 

directly by the detection process (see Fig. 2 a1). For 

thermal cameras using Black-Hot mode, we invert the 

grayscale of each frame by subtracting its pixel values 

from 255 to get 0 for white and 255 for black as shown in 

Fig. 2 a3.  

On the other hand, in color cameras, the first step as 

shown in Fig. 2 a2 is to convert the color image to grey 

scale with 0 for black and 255 for white. 

In the next step, the grey scale image is inverted by 

subtracting its pixel values from 255 to get 0 for white and 

255 for black as shown in Fig. 2 a3. This makes a normal 

image look like a thermal image. 

The first stage in the detection process is to use the 

Harris interest point detector [15] on the input image and 

extract patches around these points (see Fig. 2b and 2c). 

The Harris interest points will be mostly concentrated on 

the people since the thermal images and the processed 

color images (Fig. 2 a3) do not have the background 

clutter as normal images. Then, the Normalized Greyscale 

Correlation (NGC) function [10] is used to compare the 

extracted patches with the generated codebook. When the 

similarity exceeds a specified threshold, this codebook 

entry is activated (Fig. 2d). This leads to include all the 

possible people centers locations for each activated 

codebook entry in the detecting process. This is different 

from the standard ISM version [10] and further versions in 

[11], [12], [16], [17]. As shown in Fig. 2e, these centers 

are accumulated on positions associated with individuals.  

In the next stage, high density regions are formed by 

the accumulation of points. This has been done by 

placing a block around each proposed center where these 

points correspond to the center of the block base (see Fig. 

3). This block has a square base and the height represents 

the density. 

When these blocks overlap, the density increase in the 

regions that have accumulated points more than other 

regions (see Fig. 2f). After testing several shapes and sizes 

of frames, we selected a block shape and size in Fig. 3, 

which presented better outcomes. 
 

  
 
 
 
 
 
 
 

Figure 3. The designed block shape and size. The length and width are 
in pixels and the height refers to the density. 

The final stage includes an implementation of an auto 

threshold mechanism to detect people from the density 

area as follow: 

After many tests on grey input images of scale 0 to 255, 

we decided to define the colors range (70-90) as grey, 

under 70 as black, and above 90 as white. 

The pixels of grey range are counted and then, the ratio 

of black and white pixels regarding to all image pixels is 

calculated using equation (1): 

𝐵𝑊 =  1 −  ( 𝑔/ (𝑋 ×  𝑌) )                     (1) 

where BW is the combined black and white pixels, g is the 

grey pixels, and X and Y are the image dimensions in 

pixels. 

Based on many image tests of different scenarios and 

situations, it was found that when the average of the grey 

color in the input image was low, the optimum value of 

threshold to get the best results has to be high, and vice 

versa. The threshold value is determined using the 

following equations:  

𝑑𝑖𝑓  =  𝑚𝑎𝑥 −  𝑚𝑖𝑛                            (2) 

𝑇𝐻 =  𝑚𝑖𝑛 + (𝑑𝑖𝑓 × 𝐵𝑊)                        (3) 

The maximum value (max), the minimum value (min), 

and their difference (dif) are calculated from the 3D 

density plot to find the Threshold value (TH). 

The calculated threshold value (TH) represents the 

height of the cross sectional plane (see Fig. 2g). Then, the 

possible positions of people are located after applying the 

threshold (see Fig. 2h). To improve the detection accuracy, 

the areas that is less than 100 pixels, if presented, are 

discarded in the results.  

IV. EXPERIMENTS 

A. Training Process 

We selected from the internet several thermal images of 

people in different situations. The people samples are 

extracted from these images and the surrounding 

background are converted to black. The number of 

training samples is only eight (see Fig. 4). The purpose of 

the black background is to ensure that the interest points 

are only distributed on the people samples. This eliminates 

the need to divide the training samples into positive 

samples for individuals and negative samples for 

background as in [10], [11], [12], [16]. In addition, it is 

worth mentioning, as demonstrated in Section 5, that the 

training images used in the codebook is very small if 

compared with other ISM approaches in [10], [11], [12], 

[16]. Moreover, we used different scales of the training 

samples in order to be able to detect various scales of 

people and also to detect people at different distances 

from the camera.  

 

Figure 4. The training samples of people that are used in the algorithm. 

B. Experimenting the Proposed Method 

The proposed algorithm was tested with color and 

thermal images for indoor and outdoor environments. 

Three image sets were used for color and three sets for 

thermal in indoor scenarios.  

In the color image sets, the first set had 150 indoor 

images captured using the IP camera mounted on the robot 
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at Tonsley campus of the Flinders University. Each of the 

other two sets had 250 images in total selected randomly 

from the sources in [18], [19]. There were 224 people in 

the first set, 444 people in the second set, and 239 people 

in the third set. 

The thermal image sets were selected from the 

databases in [18], [20]. 40 images with124 people in them 

were used, from the first image set [20], to test the 

proposed method. The people were in low contrast with 

respect to the surrounding environment. Furthermore, the 

images in this set belongs to a security camera placed in 

one of the top wall corners. Therefore, the detection 

becomes more difficult since the input images were taken 

from different angle of the training images used in the 

codebook. From the second set [18], 40 images with a 

total of 150 people in them were used. The images in this 

set present people in high contrast with the behind 

background which make the detecting process easier. 

However, they were in different scales with some far 

away from the camera and others closer, which make the 

detecting process more challenging. From the third image 

set [18], 100 images with 120 people were used. Some 

images have individuals with their reflected image on the 

bright floor, and this is well to evaluate the response of the 

system to the reflection of people. 

Similarly, for outdoor scenarios tests, three color sets 

and three thermal sets were used.  

The first set had 150 images which were taken from the 

camera on the robot at Flinders University. Each of the 

other two sets had 250 images in total selected randomly 

from the databases [18], [21]. There were 441 people in 

the first image set, 146 people in the second set, and 191 

people in the third set. 

The thermal image sets were selected from databases in 

[18], [22], [23]. We used 70 images with 138 people from 

the first set [22]. The set is showing people in a forest. 

From the second set [23], we used 100 images with 100 

individuals in them. The set shows people walking in a 

street with various surroundings. The third set has 100 

images with a total of 147 individuals [18]. The set shows 

people walking in a park with very low contrast to their 

background. 

The performance of the proposed approach was verified 

with different threshold (t) values using equation (4) 

which measures the similarity between the centers of the 

codebook or patches, and the patches of the input image 

[10]: 

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝐶1, 𝐶2) =
∑𝑝∈𝐶1,𝑞∈𝐶2𝑁𝐺𝐶(𝑝,𝑞)

|𝐶1|×|𝐶2|
> 𝑡         (4) 

The resolution of the proposed method is measured in 

indoor and outdoor environments by the number of the 

correct positives which represents the people detected 

properly, in addition to the number of the false positives, 

which represents the false detections. We used the recall-

precision curve [24] to evaluate our system. To draw the 

recall-precision curve, we reduced the similarity threshold 

(t) gradually, and then we plotted the determined point on 

the recall-precision curve. 

We have used the following rules to decide whether a 

person is detected or not:  

 If at least half or more of the person’s body is 

inside the detection boundary, the person is then 

detected, otherwise the decision is that s/He is not 

detected as in Fig. 5. 

 A people might be surrounded by more than one 

small boundaries, as in see Fig. 5, especially at 

high values of threshold. The decision in this case 

is that neither a true detecting nor a false one 

because these small detections are combined to 

surround individuals when the threshold is 

reduced. 

 If there is a boundary surrounding more than one 

person, the decision is that all of them are detected 

(see Fig. 6). 

 

Figure 5. People were considered not detected since more than half of 
the body is outside the rectangle. 

 
(a)                                (b)                             (c) 

Figure 6. Detecting individuals with several values of threshold (TH): (a)  
at TH = 15. (b) at TH = 10. (c) at TH = 7. 

V. RESULTS AND DISCUSSION 

The recall-precision curves of the color and thermal 

image sets for indoor detection can be seen in Fig. 7 and 

Fig. 8 respectively. Fig. 9 and Fig. 10 show the recall-

precision curves of the color and thermal image sets for 

outdoor detection respectively. The results of indoor and 

outdoor scenarios for color and thermal image sets are 

discussed in the next two sections. 

 

Figure 7. The recall-precision curves of the indoor color image sets. 
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Figure 8. The recall-precision curves of the indoor thermal image sets. 

 

Figure 9. The recall-precision curves of the outdoor color image sets. 

 

Figure 10. The recall-precision curves of the outdoor thermal image sets. 

A. Indoor Detection Performance 

For the indoor color image sets, the proposed approach 

achieved a good results in the first and second sets. As 

shown in the red and blue curves in Fig. 7, the Equal Error 

Rate (EER) is 75% in the first image set and 70% in the 

second image set. For the third set, the performance was 

higher with EER of 81% as shown in green in Fig. 7 and 

this was in spite of rather difficult conditions due to the 

poor lighting as mentioned in [19]. Fig. 11 shows samples 

of the detection results for the indoor scenarios. 

 

Figure 11. Samples of the detections in indoor environments: the first 
double-row shows images captured by IP camera placed on our robot, 

the middle double-row shows people of different scales with 

complicated background, and the third double-row shows images with 
poor light condition and low contrast. The first column shows the input 

images, the second column shows the locations of density, and the last 

column shows the detections of individuals. 

 

Figure 12. Samples of the detections in indoor environments: the first 
double-row shows images of a security camera from the top, the middle 
double-row shows people of different scales, and the third double-row 

shows people with their visible reflection on the ground. The first 

column shows the input images, the second column shows the locations 
of density, and the last column shows the detections of individuals. 
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For the indoor thermal image sets, the system achieved 

a very good results in the first and second sets as shown in 

the red and green curves in Fig. 8. The EER is 92% in the 

first image set and 91% in the second set. In the last set, 

there are many images show individuals with their 

reflective on the floor. When testing such images, at some 

threshold values, the reflections have been detected as an 

individual person. The system point of view considers this 

a correct detecting as it does not distinguish between a 

person and its reflection; on the other hand, the human 

point of view, considers this as a false detecting. In order 

to put more challenge for the system, the decision was to 

go with the human observation and recording false 

positives for the detected reflections. This explains why 

the EER was 80% for this the set (see the blue curve in 

Fig. 8) which is not as good as in the first and second sets. 

The EER can be higher if we discard this restriction. Fig. 

12 shows samples of the detection results for the indoor 

scenarios. 

B. Outdoor Detection Performance 

In the outdoor color image sets, for the first set the 

system reached a remarkable results of 85% EER as can 

be seen in the red curve in Fig. 9. The performance of the 

approach was slightly better in the second set with 86% 

EER as can be seen in the blue curve in Fig. 9. In the last 

set, the proposed approach performed marginally better 

with an EER of 87% as shown in the green curve in Fig. 9. 

Fig. 13 shows some samples of the detections in outdoor 

images scenarios.  

In the outdoor thermal image sets, while individuals are 

in small scales and the surroundings have many hot spots 

in the images of the first set, the system reached a good 

outcomes of 75% EER as seen in the red curve in Fig. 10. 

The performance of the approach was better in the second 

set with 78% EER as seen in the green curve in Fig. 10. In 

the last set, since the people and the background have 

similar temperature values, the EER dropped to 70% as 

shown in the blue curve in Fig. 10. Fig. 14 shows some 

samples of the detections in outdoor images scenarios.  

It is apparent from the results that the system performed 

better in outdoor color images compared to the indoor 

ones. This is because in the outdoor environment, 

especially in the sun light, the contrast between the people 

and the surrounding background increases to make the 

people darker than environment. 

By inverting the images as part of the detection process, 

people become brighter than the environment (similar to 

greyscale white-hot thermal images), and this makes their 

detection easier. However, for the indoor environment, 

people and the environment usually have similar 

brightness, and this makes it challenging for the system to 

detect people. 

In contrast, usually the detection process in thermal 

outdoor images is more difficult than in indoors. In indoor 

environments, individuals generally are hotter than the 

background, so they can be detected easily; however, in 

outdoor environments, many hot objects and even hotter 

than the human can be available, and this increases the 

difficulty of the detection task. 

 

Figure 13. Samples of the detections in outdoor environments: the first 
double-row shows images from IP-camera placed on our robot, the 

middle double-row shows people moves in a park, and the third double-

row shows people with their shadows. The first column shows the input 
images, the second column shows the locations of density, and the last 

column shows the detections of individuals. 

 

Figure 14. Samples of the detections in outdoor environments: the first 

double-row shows individuals in a forest, the middle double-row shows 
people walk in street with several backgrounds, and the third double-

row shows people move in a park in a similar contrast with their 

surroundings. The first column shows the input images, the second 
column shows the locations of density, and the last column shows the 

detections of individuals. 
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C. Overall Evaluation of the System Results 

Table I shows the summary of the test results for each 

indoor/outdoor and color/thermal image set with the 

number of people in each set, the number of correct and 

false detections, and the EER%. It is noticeable that for 

the indoor scenarios, the system performance was much 

higher for thermal images compared to color images. The 

reason is that a photo taken with a color camera indoors 

captures a lot of details, hence, people cannot be detected 

easily. This is not the case in indoor thermal images, 

where the complexity of the surroundings is eliminated 

since it has similar temperature, then the dominant is the 

hot objects only. On the other hand, as shown in Table I, 

the situation is opposite in outdoor scenarios and the 

system performance is higher for color images compared 

to thermal images. This is because a photo taken with a 

thermal camera outdoors has a lot of details because of the 

high temperature in the outdoor scenarios, so people 

cannot be recognized easily. In contrast, for a color image 

taken outdoors, the background generally has less details 

and makes detecting people easier. 

The remarkable point is that the training images were 

not selected from the same sources of the input images, 

but were taken from unrelated websites. The second point 

is the very small number of training images in the 

codebook which was eight only.  

It should be pointed out that in [16] the total number of 

training images was 550 where these systems need 

positive and negative training images for people and 

background respectively. 

TABLE I.  SUMMARY OF THE SYSTEM TESTS RESULTS. 

Type of image 
set 

Image 
set 

No. of 
people 

EER 
(%) 

Correct 
detections 

False 
detections 

In
d

o
o
r 

sc
e
n

a
ri

o
s 

 

Color 
image 

1st  224 75 168 56 

2nd  444 70 311 133 

3rd 239 81 194 45 

Total 907 74 673 234 

Thermal 
image 

1st  124 91 113 11 

2nd  150 92 138 12 

3rd 120 80 96 24 

Total 394 88 347 47 

O
u

td
o
o
r 

sc
en

a
r
io

s Color 
image 

1st  441 85 375 66 

2nd  146 86 126 20 

3rd 191 88 168 23 

Total 778 86 669 109 

Thermal 
image 

1st  138 75 104 34 

2nd  100 78 78 22 

3rd 147 70 103 44 

Total 385 74 285 100 

 

The proposed method does not need negative training 

images and the eight training images is sufficient. When 

using more training images, the process becomes slower. 

Naturally, using less training images leads to consuming 

less power and better performance. Consequently, it can 

be used in small mobile robots with limited processing 

power. It can be also more suitable for implementing on 

FPGA to increase the speed. 

VI. CONCLUSION AND FUTURE WORK 

This algorithm is capable of processing both color and 

thermal images in White-Hot or Black-Hot modes using a 

single codebook generated from thermal image samples of 

people. The number of the codebook’s training images is 

very small if compared with other techniques. The reason 

is the use of black surroundings in the training images and 

leads to concentrate the Harris interest points on the 

individuals. As a result, more details can be extracted 

from the training images. Therefore, the codebook can be 

created effectively from small number of training images.  

There are many color patterns that complicate a color 

image and make people recognition difficult. Converting a 

color image to greyscale will remove most of these 

patterns. Moreover, inverting a greyscale image in most 

cases results in people showing in high contrast with their 

surroundings and this simplifies detecting them. 

 In the process of detecting, the accumulation of the 

proposed people centers achieve high density areas that 

refer to the possible locations of individuals in addition to 

the creation of auto threshold mechanism helps to detect 

people from the density areas. This process makes the 

detections more reliable in difficult environments and the 

implementation easier. 

This was the first time that a system used a codebook 

generated with thermal image samples to work on both 

thermal and color images for people detection, resulting in 

reduced system complexity and increased speed and 

performance. This system is implemented on a mobile 

robot prototype for rescue assist missions capable of 

detecting human in disaster zones. In the future, this 

system can be used for people tracking in many 

applications such as a mule robot following solders or 

rescuers while carrying their equipment. The system can 

be also modified slightly to be used for detecting parts of a 

human body in robot interactive applications or similar. 
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