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Abstract—In this study, liver Magnetic Resonance (MR) 

images and Computerized Tomography (CT) images were 

combined with wavelet-based image fusion methods to 

facilitate expert decision-making in identifying the type of 

liver focal lesions. For this purpose, 46 MR and 46 CT 

images were used belong to 36 different patients. These 

images include different type of focal liver lesions samples 

that cysts, Hepatocellular Carcinoma (HCC), 

Colagiocellular Carcinoma (CCC), Focal Nodular 

Hyperplasia (FNH), liver metastases and hemangioma. For 

the fusion, three different fusion rules including average 

rule, maximum selection rule and multiplication rule was 

applied to images and the results were compared. When the 

results were visually examined, it was observed that the 

multiplication rule was more successful. In addition to the 

visual results, the performances of fusion results are 

compared using, Peak to Noise Ratio (PSNR), Accuracy 

(ACC), Entropy (EN) and Fusion Factor (FF) metrics. 
 

Index Terms—image fusion, liver, MR imaging, CT imaging, 

discrete wavelet transform, image fusion rules 

 

I. INTRODUCTION 

Detecting the focal lesions in the liver and determining 

their type are very important for the correct diagnosis and 

planning of the treatment. While some types of lesions 

require no treatment, for other types the need for surgery 

or medication requirement may emerge. The timely and 

accurate diagnosis of the focal lesions is of great 

importance. Imaging methods such as ultrasound, 

Magnetic Resonance Imaging (MRI), Computed 

Tomography (CT), spiral CT, Single Photon Emission 

Computed Tomography (SPECT), Positron Emission 

Tomography (PET) are used for the diagnosis of liver 

lesions. In order to increase the accuracy of the diagnosis, 

various image processing systems are needed. CT images 

provides electron density map required for accurate 

radiation dose estimation and superior cortical bone 

contrast; however, it is limited in soft tissue contrast. 

MRI provides excellent soft tissue contrast which permits 

better visualization of tumors or tissue abnormalities in 

different parts of the body. But MRI has lack of signal 
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from cortical bone and has image intensity values that 

have no relation to electron density. For the precise 

diagnosis of disease and for more effective interventional 

treatment procedures, radiologists need the information 

from two or more imaging modalities [1]. This helps the 

radiologist for the precise diagnosis of disease and for 

more effective interventional treatment procedures.  

This paper includes image fusion applications that are 

developed for the detection of liver focal lesions 

(hepatocellular carcinoma, colangiocellular carcinoma, 

focal nodular hyperplasia, metastases, cysts, hemangioma) 

using multi-resolution analysis methods. Database used in 

this study, T1-weighted dynamic contrast-enhanced MR 

and CT images of the liver from the radiology department 

of Selcuk University Faculty of Medicine.  

In a wide variety of applications it is often desired to 

register two images to within a small fraction of a pixel 

for image processing tasks or assessment [2]. In this work 

we are primarily concerned with evaluation of 

reconstructed images by incompatibility and firstly 

performed subpixel image registration to align CT and 

MR images to each other. Multiresolution analysis [3]-[5] 

has been successfully used in image processing specially 

with image fusion, wavelet-based features has been used 

in various applications. In last several years, the Discrete 

Wavelet Transform (DWT) have been introduced as 

higher dimensional Multiresolution Analysis (MRA) tool. 

Secondly source images are decomposed by using DWT 

and obtained approximation and detail sub-images that 

convenient for image fusion methods. Three different 

image fusion rules are performed in this study. MR and 

CT sub-images’ coefficients are combined using mean, 

maximum selection and multiplication rules. Finally 

combined coefficients reconstructed By Inverse Discrete 

Wavelet Transform (IDWT) and fused image was 

obtained. 

This study is organized as follows: Section 2, 

summarizes multiresolution analysis algorithms, wavelet 

transform, registration algorithm and used image fusion 

rules. Section 3 explains the used data and quality metrics, 

PSNR, ACC, EN and FF values are calculated between 

fused images and original images. Section 4 presents the 

comparison of the results. Finally, we drew a conclusion 

in section 5. 
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II. METHOD 

A. Discrete Wavelet Transform 

Discrete Wavelet Transform (DWT) is a mathematical 

tool for hierarchically decomposing an image. With 

strong spatial support, the DWT provides a compact 

representation of a signal’s frequency component. DWT 

decomposes a image into frequency sub-band at different 

scale from which it can be perfectly reconstructed. The 

signal into high and low frequency parts is split by the 

DWT. The low frequency part contains coarse 

information of signal whereas high frequency part 

contains information about the edge components. The 

resolution of an image, which is a evaluate amount of 

detail information in the image, is changed by filtering 

operations of wavelet transform. And the scale is changed 

by sampling. The DWT analyses the image at different 

frequency bands with different resolutions by 

decomposing the image into approximation and detail 

coefficients [6]. 

 

Figure 1.  Third level discrete wavelet transform decomposition and 

reconstruction structure. 

Analyzed in the diagrams shown in Fig. 1 is the image 

matrix expressed by x [n]. When the low pass filter is 

shown as G0, the high pass filter is shown as H0. At each 

level (n) the low-pass filter forms the rough approach 

components shown by a [n]. The high-pass filter 

expresses the detail components as stated d [n]. 

The DWT approximation and detail coefficient is 

defined by the following equations: 
 

𝑊𝜑[𝑗0, 𝑘] =
1

√𝑀
∑ 𝑓[𝑛]𝜙𝑗0,𝑘[𝑛]                    (1) 

 

 

𝑊𝜑[𝑗, 𝑘] =
1

√𝑀
∑ 𝑓[𝑛]𝜑𝑗,𝑘[𝑛]     𝑗 ≥ 𝑗0              (2) 

 

here 𝑓[𝑛], 𝜙𝑗0,𝑘[𝑛] 𝑎𝑛𝑑 𝜑𝑗,𝑘[𝑛]  are discrete functions 

defined in [0, M - 1], totally M points. Because the sets 

{𝜙𝑗0,𝑘[𝑛]}𝑘𝜖𝑍 and {𝜑𝑗,𝑘[𝑛]}𝑘𝜖𝑍2 , 𝑗 ≥ 𝑗0  are orthogonal 

to each other.  

B. Image Registration 

Image registration is a process of two and more image 

alignment. In practice, cross-correlated efficient sub-pixel 

registration is used as the registration algorithm. With this 

process, images obtained at different times and at 

different positions can be used together with different 

methods. Registers two images within a fraction of a 

pixel specified by the difference of imaging techniques 

MR and CT.  

With this procedure all the image points are used to 

compute the upsampled cross-correlation in a very small 

neighborhood around its peak. This algorithm can 

achieve registration with a high accuracy in a small 

fraction of the computation time and with greatly reduced 

memory requirements [7]. 

 

Figure 2.  a) reference image (MR), b) incompatible image (CT), c) 
registered CT image. 

As shown in Fig. 2, the planar distortion occurring in 

the image (b) is corrected by accepting one of the images 

to be used in the fusion as a random reference, and the 

registration is performed  

C. Image Fusion 

In the DWT-based image fusion algorithm, image 

registration is applied first so that the components such as 

critical points, curvilinear lines and edge lines in two 

images overlap at the same pixels. Then all images are 

divided into low frequency (AF) and high frequency (YF) 

components by 3rd level DWT decomposition and 

discrete wavelet coefficients are obtained. Acquired 

approximation coefficient and detail coefficients 

combined among themselves by using various fusion 

rules. The new wavelet coefficients obtained as a result of 

the fusion process are converted to gray scale image 

format by applying inverse discrete wavelet transform 

and a new result image is obtained that contains both 

information of the image.  

 

Figure 3.  Proposed method of MR - CT image fusion. 
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The block diagram of the applied fusion method is 

shown in Fig. 3. 

By applying wavelet transforms to images, we obtain 

wavelet coefficients called approximate coefficients, 

horizontal detail coefficients, vertical detail and diagonal 

detail coefficients. These corresponding coefficients of 

each image will be fused together in a specific way [8]. 

1) Average Rule. 

The task of image fusion is to combine complementary 

information carried with multimodal images. For this 

reason, the approach and detail coefficients are compared 

one by one and average values are taken. 
 

𝐶𝐹
𝑘(𝑖, 𝑗) = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ((𝐶𝐴

𝑘(𝑖, 𝑗), 𝐶𝐵
𝑘(𝑖, 𝑗))         (3) 

 

In this equation, 𝐶𝐹
𝑘(𝑖, 𝑗) , 𝐶𝐴

𝑘(𝑖, 𝑗)  and 𝐶𝐵
𝑘(𝑖, 𝑗)  are 

discrete wavelet coefficients of fused image, MR image 

and CT image, respectively. 

2) Maximum Selection Rule 

Maximum selection rule compares the coefficients of 

the two images and coefficient with greater value is 

transmitted to the result image.  
 

𝐶𝐹
𝑘(𝑖, 𝑗) = 𝑚𝑎𝑥 {𝐶𝐴

𝑘(𝑖, 𝑗), 𝐶𝐵
𝑘(𝑖, 𝑗)} |             (4) 

 

3) Multiplication Rule 

The general principle of preparing fusion rules is to 

ensure that as many features as possible are retained in 

new images such as regions and edges. Accordingly sub-

images’ coefficients multiplying one by one to access 

fused image by following equation.  
 

𝐶𝐹
𝑘(𝑖, 𝑗) =  (𝐶𝐴

𝑘(𝑖, 𝑗) ∗ 𝐶𝐵
𝑘(𝑖, 𝑗))                 (5) 

III. USED DATA AND PERFORMANCE EVALUATION 

In a typical image fusion algorithm, the evaluation 

metrics has been employed into two stages, which are 

visual stage and numeric stage. In this section, we 

provided information about the quality metrics that used 

in numerical evaluation and the data sets that we use in 

study. 

A. Used Data 

In this study, we use 46 liver MR images and 46 liver 

CT images from 36 different patients that taken from 

radiology department of Selcuk University Faculty of 

Medicine. Image collection is labeled by different type of 

focal liver lesions samples that benign lesions that focal 

nodular hyperplasia (FNH), cysts, hemangioma and 

malignant lesions that Hepatocellular Carcinoma (HCC), 

Colangiocellular Carcinoma (CCC), liver metastases by 

radiologists using biopsy reports.  

Fig. 4 represents 6 different patients’ CT and MR 

image pair that used in practice. 

 

Figure 4.  Random selected MR and CT image pairs used in the study. 

B. Quality Metrics 

The objective quantitative analyses of the resultant 

images are performed with image quality metrics. The 

accuracy (ACC), peak signal to noise ratio (PSNR), 

entropy (EN) and fusion factor (FF) metrics  were used 

for evaluate.  

By ACC we define the number of correct classified 

pixel ratio with finding correct classified pixels by 

thresholding technique. The difference between 416*512 

sized reference image (IR) and fused image (IF) produce 

pixel difference. If the difference, more than the threshold 

value (β) between IR and IF, number of incorrect 

classified pixel increased. The ratio calculates with 

dividing total pixels number (416x512=212992) to 

correct classified pixels number [9].   

IF                

           

 𝐼𝑅 − 𝐼𝐹  = 𝐾      (6) 
 

                                      K<β,                                   (7) 
 

THEN 

Number of Correct Classified Pixel (CCP) increase by 1 

ELSE 

Number of incorrect classified pixel (iCCP) increase by 1 

Finally, we measured the accuracy of proposed methods 

using the equation, 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝐶𝐶𝑃

𝐶𝐶𝑃+𝑖𝐶𝐶𝑃
     (8) 

 

Threshold value, determined with experimental results. 

Iterations made by β=0.5, β=1, β=1.5, β=5 and optimum 

compare results had given at β=1, because of its 

observability. If threshold value increases up to critical 

value, the algorithm can’t detect the errors between 

images. In order to have a meaningful result, threshold 

value has to be lower than the pixel differences between 

the images and also as close as possible to it. 

PSNR refers to the ratio between the power of 

disruptive noise affecting the accuracy of the 

representation of the signal with the highest power 

possible [10].  
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The PSNR measure is given by; 
 

𝑃𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10
𝐼𝑚𝑎𝑥

2

1

𝑀𝑁
∑ ∑ (𝑌𝑖,𝑗−𝑆𝑖,𝑗)

2𝑁
𝑗=1

𝑀
𝑖=1

         (9) 

 

Imax describes as the maximum grayscale value of fused 

image. Where, 𝑆𝑖,𝑗 the perfect image, 𝑌𝑖,𝑗 the fused image 

to be assessed, i, pixel row index, j, pixel column index, 

M, N:  number of of row and column. 

Entropy is an index that evaluates the amount of 

information in an image. If the entropy value increases 

after fusing, it indicates that the information increases and 

the fusion performances increase. Entropy is defined as; 
 

𝐸𝑁 = − ∑ 𝑝𝑖 log2 𝑝𝑖

𝐿−1
𝑖=0       (10) 

 

 

where L is the total of grey levels, 𝑝 =  {𝑝0, 𝑝1, . . 𝑝𝐿 −
1} is the probability distribution of each level [11]. 

The fusion factor, which is the other quality metric 

used in the fusion algorithm, For two input images A, B 

and fused image F, fusion factor is defined as; 
 

FF=Iaf+ Ibf   (11) 
 

Iaf and  Ibf  are mutual information values between the 

original image and the images obtained as a result of 

fusion. The high fusion factor value shows that fused 

image has more information [12]. 

IV. RESULTS AND DISCUSSION 

In this study, the analysis performed on three different 

fusion rules and obtained results compared by visual 

outputs and numeric values. The MR and CT images are 

fused by proposed method DWT and the implementation 

of this project is done using platform of Matlab.  

As shown in Fig. 5, multiplication rule results have 

higher contrast and more liver information than the others. 

Circles numbered 1, 2 and 3 in the MR image show focal 

lesions. Numbered rectangles 4, 5 and 6 in the CT image 

shows blood flow and vascularity. Thus we can easily 

realize the liver edges, focal lesions’ volumes, amount of 

blood in the veins in Fig. 5(e). On the contrary Fig. 5(c) 

and Fig. 5(d) do not contain all necessary information. 

 

Figure 5.  a)MR input image, b)CT input image, c)mean rule applied 

fused image, d) maximum selection rule applied fused image, 

e)multiplication rule applied fused image. 

 

Table I show the quality metrics results as ACC, PSNR, 

EN and FF between result average, maximum selection 

and multiplication rules. As the shown in Table I, there 

are some differences between values. The reason of this 

difference is that accuracy focuses every pixel one by one, 

PSNR focuses the whole image. That’s why accuracy is 

more sensitive to detect errors. Obtained numeric results 

given by Table I and Table II. 

TABLE I.  QUANTITATIVE COMPARISON OF DIFFERENT FUSION 

RULES WITH PROPOSED IMAGE FUSION METHOD 

Quality Metrics 

FUSION RULES 

Maximum 

Selection Rule 

Average        

Rule 

Multiplication 

Rule 

ACC 0,94 0,99 0,99 

PSNR 17,89 19,55 17,49 

EN 5,06 4,84 4,28 

FF 9,40 9,18 8,35 

TABLE II.  QUANTITATIVE COMPARISON OF FUSION RULES 

ACCORDING TO LESION TYPES WITH PROPOSED IMAGE FUSION 

ALGORITHM 

Quality 

Metrics 

LIVER FOCAL LESION TYPES 

CCC FNH HCC HEM. CYST MET. 

ACC 0,98 0,96 0,98 0,98 0,98 0,97 

PSNR 18,55 17,89 18,60 18,58 19,89 17,82 

EN 5,05 4,32 4,83 4,56 4,53 5,11 

FF 9,64 7,89 9,38 8,45 8,58 9,98 

V. CONCLUSIONS 

In this study, proposed method is compared with three 

different fusion rules including average rule, maximum 

selection rule and multiplication rule with the DWT 

based image fusion algorithm. The proposed method was 

tested on CT and MR liver images of different patients. 

MR and CT images are fused to facilitate expert 

assessment of liver focal lesions and to combine images 

from different modalities into a single image. When the 

fusion process is applied, average, maximum selection 

and multiplication rules are used and visual and 

numerical results are presented. When the visual results 

obtained are examined, there are images that will help the 

experts to make a diagnosis, including both structural and 

functional information.  

The quantitative evaluation results show that the 

average of the two images provides more information 

with a higher peak signal rate.  

The visual analysis of the experimental results reveals 

that the contrast of the CT image with the contrast 

enhances the details of the border, lesion, vessel, bony 

tissue and soft tissue in the MR image.  

After development of new multiresolution analysis 

methods and new fusion rules in future works will lead to 

more useful results in expert evaluation.  
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