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Abstract—A huge number of videos posted every day online, 

these videos have an enormous of information about people 

reactions and opinions. Processing this data required an 

effective method. In this paper we propose a multimodal 

sentiment analysis classifier, using voice and facial features 

of the person. In our study, a new dataset for Arabic videos 

from the YouTube is collected. Several features were 

extracted including linguistic, audio, and visual data from 

the videos. The Arabic videos dataset includes a class label 

either positive, negative, or neutral. We utilized different 

classifiers including Decision Tree, k Nearest Neighbor 

(KNN), naive Bayes classifier, Support Vector Machine 

(SVM), and neural network. Overall accuracy is 76%. 

 

Index Terms—sentiment analysis, multimodal sentiment 

analysis, Arabic dataset, features extraction 

 

I. INTRODUCTION  

Sentiment analysis is a way to study human behavior 

and determine peoples' reactions. Basically, it is the 

process of knowing the feeling of someone depending on 

what he is writing or saying. Learn such an information 

helps in decision making at many different fields such as 

Market, Economic, Business and even Political [1]-[3]. 

For example [4] provided a twitter sentiment analysis for 

American elections, the application showed how many 

positive and negative tweets had written about specific 

candidates. 

Applications for sentiment analysis have become 

everywhere. For instance, before buying a product, a 

simple Google product search shows you a brief summary 

of hundreds of reviews; this will help people making the 

right decision and let them know how other think about a 

particular topic. 

Different studies focused on text-based sentiment 

analysis such as [5], where the information is extracted 

only from a written text. This text could be a Facebook 

post or comment, a tweet on twitter or a movie reviews. 

Using the words only to determine the feeling of a person 

may lead to inefficient result since the context has a great 

effect on the meaning; for instance, sarcasm or other 

forms of derisive language are hard to determine. 

In the last few years, the social media applications have 

been increased and developed to contain videos. People 
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now use videos, audio, and images more than ever, for 

sharing their daily live activities, their mood and their 

opinions. Analyze this data which contain a different 

modalities such as sound, video, and text will solve the 

text sentiment analysis problem and give more accurate 

results. 

In this work, we addressed the task of multimodal 

sentiment analysis, we extracted several features from 

linguistic, audio, and visual data from the videos, and we 

experiment with Arabic videos that have a class label 

(positive, negative or neutral). Then we apply different 

classification methods to build our sentiment classifier. 

The paper is organized as follows. section 2 reviewed a 

related work on sentiment analysis for text, audio, images, 

and the fusion method used to combine the features, 

section 3 describe the dataset used and the preprocessing 

phase, section 4 present our framework and described 

features extraction methods used for sentiment 

classification. We present our experiments and 

evaluations in section 5. Finally, we made a conclusion 

and discussion of the results. 

II. RELATED WORK 

Multimodal sentiment analysis application depends on 

the efficiency of the methods used for features extraction 

and emotion recognition for different types of data. 

Furthermore, the fusion method used to combine these 

features play a central role in increasing the accuracy of 

the results. In this section, we review the method used for 

text, audio and images feature extraction in multimodal 

sentiment analysis previous work. Considering that there 

is a limited number of such works. We also review 

different fusion methods that used for combine data from 

the three different modalities.  

A. Text Features 

Emotion recognition from text builds either using a 

rule-based classifier or data-driven methods. For rule-

based classifiers, sentiment lexicons must be used to 

determine the polarity of the text such as [6] which is one 

of the first widely used lexicons. The lexicons mainly 

contain a long list of words and its classification label 

(positive or negative). In multimodal sentiment analysis 

applications, Rosas et al. used a bag-of-words 

representation to derive unigram counts for his text 
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sentiment recognition  [7]. while the authors of [8] 

followed the semantic computing paradigm that is 

introduced in [9] before combine the text features with 

audios and visual features. 

For Arabic text, many recent researches were made in 

the last few years [10]-[12]. Sentiment analysis for Arabic 

text has many challenges [13]; data need many 

preprocessing strategies before build a classifier due to the 

nature of Arabic language [14].  

One of the modern Arabic lexicons was in 2017 by Al-

Moslmi et al. they introduced Arabic senti-lexicon which 

contain a list of 3880 positive and negative sentence [15]. 

B. Audio Features 

Emotion analysis of speech signals aims to identify the 

emotional states of a person by extracting a set of voice 

features (e.g., Pause, Duration, Pitch, Intensity, and 

Loudness). These features help in solving the ambiguity 

problem that found in text only sentiment analysis. 

 Speaker-dependent and the speaker-independent are 

the main approaches used for voice recognition. The first 

approach depends on knowledge of speaker particular 

voice, while the second one able to recognize the speech 

from different users. Despite the speaker-dependent 

approach gives much better results, it is hard to applied 

due to the huge number of users speaks every day on the 

social media [16]. As we note that all of  multimodal 

sentiment analysis researcher [7], [8], [17], [18] used the 

open source software OpenEAR [19] to extract audio 

features from an audio track. Then an advanced analysis 

for these features determined the emotional state of the 

speakers.  

C. Visual Features 

The facial expression defined the unconscious emotion, 

through subtle movements of facial muscles such as 

smiling or eyebrow rising. One of the most widely used 

system for measuring and describing facial behaviors is 

the Facial Action Coding System (FACS) proposed by 

Ekman et al. [20]. FACS has been used by Datcu and 

Rothkrantz [21] where the authors provide an automatic 

emotion recognition using semantic audio-visual data 

fusion. 

Poria et al. [8] used the facial recognition software 

Luxand FSDK along with GAVAM [22] in there 

multimodal sentiment analysis application. Rosas et al. [7] 

used two series of summary features: Smile duration and 

Look-away duration.  

D. Multimodal Information Fusion 

Fusion is the task of extraction and combination of 

interrelated information from multiple modalities. Two 

common fusion strategies used to combine the linguistic-

audio-visual recognition:  feature-level and decision-level. 

In feature-level fusion which called an early fusion the 

combination process applied before performing any 

classification operations. For instance, the extracted 

characteristic and features from several modalities are 

combined into one vector. This vector is classified as one 

unit. 

In decision-level fusion approach each modality is 

classified independently then we combined the uni-modal 

results at the end of the process. Many studies favor the 

decision-level fusion since the errors from different 

classifiers tend to be uncorrelated. 

Rosas et al. used Feature-level fusion in his works [7], 

[18] .while  Poria et al. [8] carried out both decision and 

feature-level fusion. Their experimentation showed that 

decision-level fusion better than feature-level fusion. For 

our experiments we apply a feature level fusion approach. 

III. DATASET 

Videos are known highly available through the internet; 

therefore, finding a collection dataset for multimodal 

sentiment analysis is not the hard job. Multimodal 

sentiment analysis dataset must provide the three different 

data types: Linguistic, Audio, and Images. These videos 

could be found on social media websites such as 

Facebook, Instagram, and Twitter. 

Most of the multimodal sentiment analysis studies [7], 

[8], [17], [23] collected their datasets from YouTube 

website.  

The dataset of 21 Arabic videos from the YouTube 

were collected. The dataset does not talk about a 

particular topic. We select the videos that do not have any 

background sound, and the person must be in front of the 

camera.  

Keywords of the dataset include the following:  my 

opinion (رأي في), my experience (تجربتي مع), and public 

opinion (رأي الشارع). Finally, the length of the videos 

varies from 10 to 40 seconds after segmentation process. 

All videos are manually segmented to the beginning of 

opinion utterance. And for each video we manually assign 

one of three labels: neutral, positive, or negative. The data 

set contains nine videos labeled as negative, four as 

neutral, and eight as positive. 

IV. FEATURES EXTRACTION 

In our work, many extraction methods are used in our 
work to extract features from audio and visual data. 

A. Audio 

For the audio features extraction, we used the free 

computer software package, Praat, for the scientific 

analysis of speech in phonetic. Praat provides many 

functions including basic speech analysis to graphics and 

statistics. The source code of Praat is available on the 

website (www.praat.org), with many help menus and 

tutorials. 

In our experiment, four main temporal and spectral 

features are automatically extracted from each video: 

 Voice energy: The average of the signal energy 

over the whole audio.  

 Voice power: The voice power for the audio. 

 Intensity: The average voice intensity over the 

whole audio 

 Pitch: The pitch is a spectral feature represents the 

variation of voice intonation. We compute the 

mean of the pitch level for the video 
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B. Visual Features 

The visual features and facial expression are important 

to increase the accuracy of sentiment analysis. In our 

experiment, the visual features extracted automatically 

from each video, since the video represented by one 

person who faces the camera. It is easy to extract facial 

features using any face recognition software. We used 

Luxand-faceSDK by Luxand Company. FaceSDK used in 

many applications for different purposes such as face 

recognition and detecting facial features. Many other 

software would be good choice such as OpenFace and 

OpentCV. 

In our work, we focused on two main features: smile 

and eye. We take the average of the percentages of the 

smile over the video. Also, we take the average of the 

percentages of eye opening. 

C. Fusion 

As discussed previously, there are two main fusion 

techniques that have been used: decision-level fusion and 

feature-level fusion. We used feature-level fusion. We 

combine the features extracted from visual and audio data 

together as one vector then we perform the classification 

methods on the whole vector. 

V. EXPERIMENTS AND EVALUATIONS 

In our experiments, we performed five machine 

learning classifiers; Decision Tree, k nearest neighbor (K-

NN), naive Bayes classifier, support vector machine 

(SVM), and neural network using Weka data mining tool. 

Before applying the classifiers, we increased the dataset 

using Weka re-sampling option. For the Decision Tree 

method, we apply J4.8 whose accuracy yielded 76%. It 

failed to classify 6 out of 21 objects. Fig. 1 shows a 

detailed accuracy for the decision tree. Decision tree 

outperforms other classification methods used 

 

Figure 1. Decision tree classifier evaluation 

Using the K-nearest neighbor method with k=3 we got 

less accuracy than the decision tree. The classifier 

correctly classified 15 objects; gives about 71% accuracy 

as shown in Fig. 2. 

 

Figure 2. K-nearest neighbors classifier evaluation 

Naive Bayes method error rate was 38% with recall and 

precision values equal to (0.61). Naive Bayes accuracy 

was 61%. While SVM obtain the lowest performance, it 

gave an accuracy of 57%. Precision and recall were (0.45) 

and 0.57 respectively.  

We also noted that result for the artificial neural 

network method was quite similar to the decision tree 

result. Table I shows the Confusion Matrix for the best 

three classification methods: Decision Tree, k nearest 

neighbor, and neural network. 

TABLE I.  CONFUSION MATRIX FOR DECISION TREE K-NN AND NEURAL NETWORK 

 Decision Tree K Nearest Neighbor Artificial Neural Network 

Class Label Negative Positive Neutral Negative Positive Neutral Negative Positive Neutral 

Negative 6 3 0 6 2 1 6 2 1 

Positive 2 5 0 0 5 2 2 5 0 

Neutral 0 0 5 0 1 4 0 0 5 

 

In the next experiment, a new attribute, gender, to the 

dataset was added; since the voice power and energy are 

different for male than female. From the experiment, the 

gender attribute did not provide any affect to the result of 

the classification.  

As a final step, we study the effect of combining 

different data modalities on the sentiment analysis process. 

We first removed the facial expression features from the 

dataset and study the result for using a uni-model 

classification consist of audio only. Then we do the same 

for the audio features to study the result of sentiment 

analysis using only visual data.  

Tables II, III, and IV provides a summary of the 

accuracy, recall, and precision values for different types 

of modalities using the three best classifiers. Fig. 3 shows 

that k nearest neighbors classifier attained the highest 

accuracy when audio only used. Also, applying audio only 

achieved the highest accuracy when the neural networks is 

used as shown in Fig. 4. 

TABLE

 

II.  SENTIMENT CLASSIFICATION PERFORMANCE FOR 

DIFFERENT MODELS USING DECISION TREE

 
Modality

 

Accuracy

 

Precision

 

Recall

 Audio only

 

80%

 

0.83

 

0.81

 Visual only

 

76%

 

0.76

 

0.76

 Audio-

 

Visual

 

76%

 

0.76

 

0.76

 

TABLE

 

III.  SENTIMENT CLASSIFICATION PERFORMANCE FOR 

DIFFERENT MODELS USING K-NEAREST NEIGHBORS ALGORITHM

 
Modality

 

Accuracy

 

Precision

 

Recall

 Audio only

 

71%

 

0.81

 

0.71

 Visual only

 

66%

 

0.79

 

0.66

 Audio-

 

Visual

 

71%

 

0.77

 

0.71

 

TABLE

 

IV.  SENTIMENT CLASSIFICATION PERFORMANCE FOR 

DIFFERENT MODELS USING NEURAL NETWORK

 
Modality

 

Accuracy

 

Precision

 

Recall

 Audio only

 

85%

 

0.91

 

0.85

 Visual only

 

47%

 

0.46

 

0.47

 Audio-

 

Visual

 

76%

 

0.75

 

0.76
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Figure 3. Sentiment classification performance for different models 
using K-nearest neighbor's algorithm 

 

Figure 4. Sentiment classification performance for different models 
using neural network 

VI. RESULTS AND DISCUSSION 

As shown in Tables II, III and IV; the result obtained 

with one model and two modalities at a time are not as 

expected. The results for audio-only modal classifier 

yielded better than two modalities classifiers, these results 

caused by the lack of enough extracted features. Two 

facial features including smile and eye were not enough to 

detect the emotional state of the person. As the videos 

indicate many persons have a positive opinion about a 

particular topic but they express their opinion without 

smiling. Although the overall results were promising, 

extracted more features from both visual and audio data 

may increase the performance of the classifier. 

VII. CONCLUSION AND FUTURE WORK 

In this paper, the multimodal sentiment analysis is 

addressed for Arabic videos with a discussion of the 

features extraction technique used for different data types 

such as text, audio, and visual. The fusion method used in 

multimodal sentiment analysis was reviewed. Five 

different classification methods including Decision Tree, 

k-nearest neighbor, naive Bayes classifier, support vector 

machine and neural network were employed. 

As a future work, we will collect more dataset as we 

will extract more features for all modalities.  And we aim 

to recognize more emotions for a person rather than the 

polarity of his opinion.  
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