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Abstract—Recently, there have been many methods of super 

resolution proposed in the literature, in which convolutional 

neural networks have been confirmed to achieve good 

results. C. Dong et al. proposed a convolutional neural 

network structure (SRCNN) to effectively solve the super 

resolution problem. J. Kim et al. proposed a much deeper 

convolutional neural network (VDSR) to improve C. Dong 

et al.’s method. However, unlike VDSR proposed by J. Kim 

et al. which trained residue images, SRCNN proposed by C. 

Dong et al. directly trained high-resolution images. 

Consequently, we surmise the improvement of VDSR is due 

to not only to the depth of the neural network structure but 

also the training of residue images. This paper studies and 

compares the performance of training high-resolution 

images and training residue images associated with the two 

neural network structures, SRCNN and VDSR. Some deep 

CNNs proceed zero padding which pads the input to each 

convolutional layer with zeros around the border so the 

feature maps remain the same size. SRCNN proposed by C. 

Dong et al. does not carry out padding, so the size of the 

resulting high-resolution images is smaller than expected. 

The study also proposes two revised versions of SRCNN that 

remain the size the same as the input image.  

 

Index Terms—super resolution, convolutional networks, 

bicubic interpolation, deep learning, underdetermined 

inverse problem 
 

I. INTRODUCTION 

Super resolution is the process of upscaling and 
improving the details within an image. Single-image 

super resolution techniques include not only traditional 

interpolations but also learning based super resolution 

algorithms. Most traditional interpolation methods are 

types of polynomial interpolation, including nearest-

neighbor interpolation, bilinear interpolation, and bicubic 

interpolation, each of which takes a set of neighboring 

pixels to create the value of a new pixel to achieve super 

resolution. The advantage of these methods is their 

simplicity and low computation cost; while the 

disadvantage is they tend to produce blurry or jagged 

edges. 

Many learning based SR algorithms have been 

proposed, including example-based methods [1], [2], 

neighbor embedding [3], [4], and support vector 

regression [5], [6], sparse representation [7]-[9], and 

                                                           
Manuscript received July 23, 2019; revised November 8, 2019. 

convolutional neural network methods [10]-[14], and 

these have been confirmed to achieve good results. 

C. Dong et al. [10] proposed a method of super 

resolution using a deep convolutional neural network. 

The network architecture consists of three convolutional 

layers to learn low-resolution image patches 

corresponding to high-resolution image patches. J. Kim et 

al. [8] proposed a deeper convolutional neural network 

for super resolution, consisting of 20 convolutional layers. 

They claimed their deeper structure outperformed the 

three-layer convolutional neural network proposed by C. 

Dong et al. However, J. Kim et al. trained the 

corresponding residue image instead of the high-

resolution image. Many learning-based super resolution 

algorithms based on residue image learning have shown 

better performance than those based on high-resolution 

image learning [11]-[14]. 

A residue (image) is the difference between a high-

resolution image and a corresponding low-resolution 

image, which possesses the high frequency information 

existing in the high-resolution image but not in the low-

resolution image. The residue image obtained from the 

trained network added to the input low-resolution image 

is a higher resolution image, which is the result of super 

resolution. We suspected the improvement of VDSR 

proposed by J. Kim et al. might be due to not only the 

increased number of layers of the network but also the 

training of residue images. We study and compare the 

results of the two methods based on the training of 

residue images and the training of high-resolution images. 

The computational time required by each of the above 

versions is also analyzed and compared. C. Dong et al.’s 

SRCNN does not apply zero padding to keep the size of 

the output image the same as expected. We also propose 

some methods to solve this problem for SRCNN and 

maintain the quality of super resolution. 

II. PROPOSED METHOD 

This paper proposes a modified version of SRCNN, 

proposed by C. Dong et al. [10], for super resolution. 

Different from SRCNN which trains high-resolution 

images, the proposed version trains residue images. The 

residue image obtained from the trained network added to 

the input low-resolution image is the result of super 

resolution. In addition, we propose solutions to the 

problem of reducing the size of the output image from 

SRCNN while maintaining the super resolution quality. 
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During the training processing of SRCNN, a training 

image 𝑿 is downscaled into a lower-resolution image Y0, 

which is then upscaled to become the same size as 𝑿 

using bicubic interpolation before it is input into the 

network. Let Y denote the interpolated image. The 

purpose of SRCNN is to learn the correspondence 𝐹𝑆𝑅𝐶𝑁𝑁 

between the interpolated image Y and the original high-

resolution image  𝑿 ; while the purpose of our modified 

network is to learn the correspondence 𝐹𝐿𝑅𝑆𝑅𝐶𝑁𝑁 between 

the interpolated image Y  and the residual image 𝑹 =

 𝑿 −  𝒀, so the generated image 𝐹𝐿𝑅𝑆𝑅𝐶𝑁𝑁(𝒀) is as close as 

possible to the difference between the ground truth high-

resolution image X and the interpolated image Y 

(𝑹 =  𝑿 −  𝒀), and so the resulting high-resolution image 

𝒀 + 𝐹𝑆𝑅𝐶𝑁𝑁(𝒀) is as close as possible to the ground truth 

high-resolution image X, as shown in Fig. 1. Since our 

network focuses on the training of residue images, it is 

called Residual Learning based Super Resolution 

Convolutional Neural Network (RLSRCNN). 

Like SRCNN, the setting for RLSRCNN is 𝑓1 = 9 , 

𝑓2 = 1 , 𝑓3 = 5 , 𝑛1 = 64 , and 𝑛2 = 32 . In general, the 

information from (𝑓1 + 𝑓3 − 1)2 =  ( 9 + 5 − 1)2 = 169 

pixels are utilized to estimate a residue pixel. It uses 

much more information for reconstruction than existing 

external example-based approaches, for example, using 

 ( 5 + 5 − 1)2 = 81 pixels [15]. This is one of the reasons 

why the SRCNN gives superior performance. 

In the training stage, the mean square error is used as 

the loss function for back propagation, as shown in (1), 

where {𝐫𝑖 , 𝐲𝑖}𝑖=1
𝑁  are pairs of a residue image patch and a 

low-resolution image patch for training and Θ = {𝑊1,

𝑊2,  𝑊3,  𝐵1, 𝐵2, 𝐵3} are network parameters. 

 RLSRCNN (without padding) and RLSRCNNP (with 

padding) have their own advantages. The resulting 

convolution image without carrying out padding has 

better quality than the corresponding central portion of 

that with padding, but result in a smaller size. To take 

advantage of the two strategies, we may combine the 

result of RLSRCNN and the border of the result of 

RLSRCNNP or the border obtained by bicubic 

interpolation, as shown in Fig. 2.  

                  (1) 

 

Figure 1.  

 

Figure 2.  Combination of the result of RLSRCNN and the border of 
the result of RLSRCNNP 

III. EXPERIMENTAL RESULTS 

We implemented the proposed algorithms using 

python programming language on a personal computer 

equipped with an Intel Core i7-6700 3.4GHz 8CPU and 

16 GB memory.  

This section compares the proposed RLSRCNN 

method with SRCNN VDSR in terms of SR quality and 

the time cost. The 91 images, of size between 78 × 78 and 

508 × 508, used in C. Dong et al.’s experiments [10] and 

dataset Set14 [9] are used for training and testing, 

respectively. Besides, the FERET face image dataset [16] 

consisting of 130 images of size 100 × 120 are also used, 

of which 100 images were for training and 30 images 

were for testing. 

For comparison of different methods, the experiments 

are two-fold. Since C. Dong et al.’s SRCNN does not 

carry out padding, in the first set of experiments, 

RLSRCNN and SRCNN are compared. For comparison 

with J. Kim et al.’s VDSR structure, which carries out 

padding, we modify SRCNN and  

RLSRCNN into versions using padding, called SRCNNP 

and RLSRCNNP, respectively. In the second set of 

experiments, VDSR, SRCNNP, RLSRCNNP, and 

RLSRCNN2 are compared. 

TABLE I.  PSNR/SSIM COMPARISON OF SR METHODS WITHOUT 

PADDING 

datasets 
Set14 FERET 

PSNR SSIM PSNR SSIM 

Bicubic 26.31 0.6181 31.64 0.8727 

SRCNN 27.41 0.6524 32.66 0.8813 

RLSRCNN 27.68 0.6644 32.91 0.891 

TABLE II.  PSNR/SSIM COMPARISON OF SR METHODS WITH 

PADDING 

datasets 
Set14 FERET 

PSNR SSIM PSNR SSIM 

Bicubic 26.07 0.617 30.94 0.864 

VDSR 26.83 0.645 31.64 0.881 

SRCNNP 26.92 0.628 31.45 0.871 

RLSRCNNP 27.12 0.633 32.06 0.881 

RLSRCNN2 27.32 0.66 32.16 0.881 
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The comparisons are shown in Table I and Table II, in 

which the central portions of the results of bicubic 

interpolation serve as a baseline for comparison. The 

tables show the results of RLSRCNN are better than 

SRCNN. Fig. 3 and Fig. 4 show some results of 

RLSRCNN and SRCNN on Set14 and FERET. 

 

(a) 

 

(b) 28.15 

  

 

(c) 30.07 

 

(d) 30.66 

  

Figure 3.  Comparison of SR methods: (a) ground truth, (b) bicubic, (c) SRCNN, (d) RLSRCNN 

 

(a) 

 

(b) 22.58 

  

 

(c) 24.05 

 

(d) 24.65 

  

Figure 4.  Comparison of SR methods: (a) ground truth, (b) bicubic, (c) SRCNN, (d) RLSRCNN

TABLE III.  RLSRCNN2 ON SET14 AND FERET 

datasets 
Set14 FERET 

PSNR SSIM PSNR SSIM 

Bicubic 26.07 0.617 30.94 0.864 

VDSR 26.83 0.645 31.64 0.881 

SRCNNP 26.92 0.628 31.45 0.871 

RLSRCNNP 27.12 0.633 32.06 0.881 

RLSRCNN2 27.32 0.66 32.16 0.881 

 

The comparison of the four structures carries out 

padding, including VDSR, SRCNNP, RLSRCNNP, and 

RLSRCNN2, on Set14 and FERET are shown in Table 

III. Table IV and Table V compare the results of training 

over a short time period and along time period, 

respectively. From these tables, we can see that all 

methods improve their performance after longer time 

training. When training time reaches about 2350 seconds, 

VDSR outperforms all the other methods. 

TABLE IV.  COMPARISON OF SRCNNP, VDSR, RLSRCNNP, AND 

COMPARISON OF SRCNNP, VDSR, RLSRCNNP, AND RLSRCNN2 

UNDER A SHORT TRAINING TIME PERIOD: (A) BICUBIC, (B) VDSR 

(RESIDUE LEARNING), (C) VDSR (HR LEARNING), (D) SRCNNP, (E) 

RLSRCNNP, (F) RLSRCNN2 

datasets 91pic FERET 

methods 
Average 
PSNR 

Training 
time (sec) 

Average 
PSNR 

Training 
time (sec) 

(A) 26.31 - 30.94 - 

(B) 26.86 186.58 31.64 41.4 

(C) 25.6 186.86 20.5 39.64 

(D) 26.92 182.09 31.45 41.5 

(E) 27.12 182.37 32.07 40.64 

(F) 27.32 

182.37 

+ 

178.86 
32.16 

40.64 

 + 

 40.95 
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TABLE V.  COMPARISON OF SRCNNP, VDSR, RLSRCNNP, AND 

RLSRCNN2 UNDER A LONG TRAINING TIME PERIOD: (A) BICUBIC, (B) 

VDSR (RESIDUE LEARNING), (C) VDSR (HR LEARNING), (D) SRCNNP, 
(E) RLSRCNNP, (F) RLSRCNN2 

datasets 91pic FERET 

methods 
Average 
PSNR 

Training 
time (sec) 

Average 
PSNR 

Training 
time (sec) 

(A) 26.31 - 30.94 - 

(B) 27.49 2327.71 32.7 376.52 

(C) 27.35 2341.04 31.49 372.77 

(D) 27.29 2328.91 32.1 373.02 

(E) 27.34 2327.4 32.32 375.98 

(F) 27.38 

2327.4  

+ 

 2298.3 

32.38 

375.98 

 + 

 375.84 

IV. CONCLUSIONS 

This paper proposes a super resolution method with the 

so-called RLSRCNN structure, which is a modified 

version of SRCNN proposed by C. Dong et al. Unlike 

SRCNN which directly trains a target high-resolution 

image, RLSRCNN trains a residue image. The 

experimental results show training residue images obtains 

better results than training target high-resolution images. 

Our experimental results also show the much deeper 

structure VDSR proposed by J. Kim et al. outperforms 

SRCNN due to not only a long training period but also 

the training of residue images. 

In addition to the training of residue image for 

improving SR results, we suggest combining the result of 

RLSRCNN and the border of the result of RLSRCNNP or 

the border obtained by bicubic interpolation, to produce a 

SR result of good quality while preserving the desired 

size. 
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