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Abstract—In recent years, the development of image 

processing technologies used for autonomous driving has 

been remarkable. Automatic detection and recognition of 

road signs are required for the practical use of autonomous 

vehicles. In the detection and recognition of road signs, 

changes in scale and contrast greatly affect the accuracy. In 

this study, we solve this problem by learning road signs 

using a deep learning technique that is robust against scale 

changes, and thought an experiment, we compare our 

method with recently proposed deep learning methods. We 

also show the results using our proposed method for 

individual Japanese road signs. The proposed method shows 

higher accuracy in the detection and recognition of road 

signs than the faster Region-based Convolutional Neural 

Network (Faster R-CNN) and Single Shot multibox Detector 

(SSD) methods.  

Index Terms—deep learning, detection, recognition, self-

driving technology, road sign 


I. INTRODUCTION

To achieve autonomous driving, it is necessary to drive 

an autonomous vehicle in accordance with road 

regulations. This requires the automatic detection and 

recognition of road signs. In road sign detection, 

detecting and classifying road signs of various sizes in an 

image are important. In the large-scale datasets [1], [2] 

widely used in object detection, the target object of the 

object detection occupies most of the target image. 

However, in road sign images taken while driving, the 

target object may occupy only a small part of the image. 

Because these road signs are small but play an important 

role, they need to be detected and recognized, and 

compared with conventional object detection, more 

robust detections are required due to scale changes.  

There are several issues in the study of road sign 

detection and recognition. The first is that the detection 

and recognition accuracies are low for objects that 

occupy small areas in an image, such as distant road signs. 

In autonomous driving, it is necessary to detect road signs 

in the distance in advance because it takes time to detect 

road signs and complete control processing for the car. 

The second is that contrast changes during nighttime and 

during bad weather affect the detection and recognition 
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accuracies of road signs. For practical use in outdoor 

autonomous operation, it is necessary to perform high-

accuracy detection and recognition without depending on 

environmental conditions, such as the weather. In this 

study, we propose a highly accurate detection and 

recognition method by learning road signs using a deep 

learning technique that is robust against scale changes. 

We then verify the effectiveness of the proposed method 

using original datasets. The contributions of this study are 

as follows: 

1) The high-accuracy detection and recognition of

road signs via a deep learning technique that is

robust against scale changes;

2) A Comparison and verification of the method with

recently proposed high-accuracy object detection

algorithm; and

3) A Comparison of the effectiveness of the proposed

method for individual Japanese road signs.

The structure of this paper is as follows. Section II 

introduces related research and recently proposed object 

detection methods using deep learning. Section III 

introduces the procedure and details of the construction 

of the Japanese road sign database. In Section IV, a deep 

learning training flow that is robust against scale changes 

is introduced. In Section V, the experimental datasets and 

experimental methods are explained and the experimental 

results discussed. Finally, in Section VI, the conclusion of 

our study is provided. 

II. RELATED WORK

In an object detection and recognition method, the 

tasks of detecting an object and recognizing the detected 

object are performed, and the object detection network 

then outputs the position and class of the object via these 

processes. 

A. Road Sign Detection

Prior to the adoption of convolutional neural networks,

various road signs were detected based on Support Vector 

Machine (SVM) [3], sparse representation [4], and sliding 

window [5] techniques. Creusen et al. detected road signs 

by manually performing feature design using color 

information by means of Histograms of Oriented 

Gradients (HOG) and SVM [6]. Such conventional object 

detection methods are primarily feature extraction 

59©2020 Journal of Image and Graphics

Journal of Image and Graphics, Vol. 8, No. 3, September 2020

doi: 10.18178/joig.8.3.59-66



algorithms because they depend on the setting, which 

decides what type of feature is important to extract. Color 

features and shape features are very important in the 

detection of road signs [7]. Therefore, it is necessary to 

design an optimal feature for each road sign. 

Conventional feature design is performed manually and 

therefore takes time and effort to properly design the 

function compared with automatic feature extraction 

using deep learning. In addition, in the extraction of 

candidate regions using a sliding window, the object 

candidate is searched for by moving a window of a preset 

size; therefore, it depends on the scale factor in the 

sliding window, and it is not easy to build a model that is 

robust to scale changes. 

B. Object Detection via Deep Learning

Recently, road signs have been detected through state-

of-the-art object detection methods using faster region-

based Convolutional Network (Faster R-CNN) [8], Single 

Shot multibox Detector (SSD) [9], and You Only Look 

Once (YOLO) [10]. Object detection using deep learning 

methods has made automatic extraction of the optimum 

features of a target image possible. Optimal use of 

information from a large amount of training data enables 

detection with higher accuracy than conventional 

machine learning and improves processing speed. There 

are two detection methods using deep learning: the two-

stage method and the one-stage method (Fig. 1). The two-

stage method performs object detection and classification 

using separate networks. First, an object candidate area is 

searched for in an input image using selective search [11] 

or Region Proposal Network (RPN). Next, the object 

candidate region is classified using deep learning. The 

two-stage method uses two separate networks; therefore, 

a network suitable for each detection and classification 

process can be used. However, the processing is 

complicated and the speed is slow due to the separate 

networks. The one-stage method performs all of the 

object candidate area searches and class classifications 

within a single neural network. The one-stage method 

achieves the same detection and recognition accuracy as 

the two-stage method [12] but is faster and has less 

redundant processing. In this study, Real-time detection 

of road sign is necessary; therefore, in the proposed 

method, we used one-stage method, which has a high 

processing speed as a CNN network. The following 

describes Faster R-CNN, SSD, and YOLO, which are 

high precision object detection methods using deep 

learning that have been proposed so far. 

Figure 1. Two different types of object detection methods 

1) Faster R-CNN

Faster R-CNN is an object detection and recognition

method proposed by Ren et al. Faster R-CNN consists of 

two networks. One network searches for candidate areas 

of objects in an image, and the other classifies objects in 

the candidate area. In the search for the object candidate 

regions, RPN is used. RPN searches for object candidate 

regions using a method called sliding window that slides 

on the feature map window by window (Fig. 2). In the 

window used to search for the object candidate area, the 

object candidate area is determined by k anchor boxes 

with predefined aspect ratios. By preparing anchor boxes 

of various sizes, it is possible to detect object candidates 

of various scales. In the process of classifying object 

candidate areas, fixed-size feature maps are extracted 

using Region-of-Interest (ROI) pooling for the object 

candidate areas on the feature map. Then, object 

candidate areas pass through the identification network to 

determine to which class the object belongs. 

Figure 2. Search for object candidate areas using anchor boxes 

2) SSD

SSD is an object detection and recognition method

proposed by Liu et al. SSD performs the search and 

classification of the object candidate areas in a single 

network. In searching for object candidate areas, a default 

box, which works similarly to the anchor box in Faster R-

CNN, is used. Unlike an anchor box, the default box is 

applied to multiple feature maps of different sizes. A 

large-sized feature map generated from the first half layer 

is responsible for detecting small objects, and a small-

sized feature map generated from the second half layer is 

responsible for detecting large objects. However, because 

this method predicts a large number of object candidate 

areas, also a large number of erroneous object candidate 

areas will be generated. Therefore, with SSD, a method 

called hard negative mining is used to reduce false 

positives. The network structure of SSD is shown in Fig. 

3. In SSD, different feature maps of various layers are

used to determine the object candidate areas; therefore,

good results can be obtained even for low-resolution

images. SSD is a faster object detection method than

Faster R-CNN.

Figure 3. Network structure of SSD 
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3) YOLO

YOLO is an object detection and recognition method

proposed by Redmon et al. It performs the search and 

classification of object candidate areas using a single 

network. In YOLO, the input image is divided into 

S×S grids in advance, and the class probability and the 

probability that an object candidate area and an object 

exist are calculated for each grid cell (Fig. 4). At this time, 

the central coordinates  (x, y) , width, and height are 

predicted for the object candidate regions. An object 

candidate region with a value obtained by multiplying the 

calculated class probability and the probability that an 

object exists in the object candidate region that is equal to 

or greater than a threshold is detected as an object. In 

SSD and Faster R-CNN, the image size used for learning 

is a fixed size. However, because YOLO has a Fully 

Convolutional Network (FCN) structure [13] and does 

not include full connection layers, it can be applied to 

images of various sizes. In SSD, features are extracted by 

the convolution layer, and a large number of object 

candidate regions are estimated from each layer; therefore, 

there are many false detections. In Faster R-CNN, 

because object areas are detected using the RPNs, the 

background is often erroneously detected as an object. 

However, YOLO uses all the information in an image and 

simultaneously learns the surroundings of an object; 

accordingly, it can suppress false detections of the 

background more than other methods. 

Figure 4. Object detection per grid 

III. JAPANESE ROAD SIGN DATABASE

In this section, we will explain the construction 

procedure and the details of the Japanese road sign 

database. 

A. Data Annotation

The flow for the road sign database construction is

shown in Fig. 5. The construction of the database was 

done in three steps. The first task was to collect frames 

containing road signs from videos taken by a drive 

recorder. The second task was to record the coordinates 

of the road signs (center coordinates, width, and height) 

in the collected image. The third task was to assign label 

numbers corresponding to the coordinates of the collected 

road signs. All images in the database are taken with the 

same drive recorder. The maximum angle of view of the 

drive recorder is 120° diagonal, 100° horizontal, and 55° 

vertical. The drive recorder is installed horizontally with 

the vehicle traveling direction. 

Figure 5. Procedure for the construction of the road sign database 

B. Database Details

To detect and recognize road signs with high accuracy

using deep learning, we constructed a database targeting 

16 out of 102 types of road signs [14] by combining 

Japanese road signs and traffic signals (Fig. 6). The 

collected road signs were those that could be found 200 

or more times in the video. They are also important road 

signs for car control. Japanese road signs can be 

classified into three categories, and the constructed 

database covers road signs included in all three categories: 

warning signs, regulation signs, and indication signs. 

There are three types of traffic signals: blue, red, and 

yellow. The size of the collected images is 1093 × 615. 

The image format is JPEG, and the label data are stored 

in the order of label number, center coordinates of road 

signs, width, and height. Fig. 7 shows data for each road 

sign size in the database. It can be seen from Fig. 7 that 

many road signs are less than approximately 1% of the 

size of the image. In addition, a relatively large number 

of small road signs are included in the dataset. The 

dataset includes 4477 images, and the total number of 

labels is 7160 (green light, 932; speed limit, 917; no 

parking, 840; bicycle and pedestrians only, 625; 

crossroad, 1, 460; red light, 425; crosswalk 1, 363; 

straight ahead or left turn permitted, 356; crossroads, 2, 

339; crosswalk 2, 337; traffic division, 322; no 

overtaking, 294; no turns, 282; stop, 256; one-way street, 

209; and yellow light, 203). In this experiment, four types 

of data augmentation (high contrast, low contrast, flip 

horizontal, and noise) were performed to increase the 

amount of data and, at the same time, improve the 

generalization performance. In the experiment, three 

types of test data, clear weather, night, and small objects, 

were constructed to compare the accuracies in each 

situation (Fig. 8). The number of labels included in each 

of the three types of test data is shown in Table I. The 

clear weather test data measure the accuracy when the 

visibility is good, such as when it is sunny, in the 

morning, or in the daytime. Night test data are for night 

conditions only. Using the night test data, it is possible to 

measure the effect on detection accuracy due to contrast 

changes. The small object test data include small objects 

(road signs 20 m or farther ahead) in the image. The 
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small object test data can be used to verify the accuracy 

for small objects in an image. 

Figure 6. Examples of 16 types of road signs 

Figure 7. Size distribution of road signs in the database 

Figure 8. (left) clear weather test data, (middle) night test data, and 
(right) small object test data 

TABLE I.  NUMBER OF LABELS FOR THE TEST DATA 

IV. METHOD

A. Problems in Road Sign Detection

In road sign detection, it is necessary to detect a road

sign located relatively far away depending on the speed 

and situation in which the vehicle is traveling; therefore, 

compared with general object detection, sign detection 

must be performed, taking into consideration scale 

change. For example, when a car travels at 80 km/h, it 

will be approximately 60 m before the car can stop after 

the detection of a road sign [15]. Therefore, it is 

necessary to detect and recognize road signs 60 m in 

advance. Further, because vehicles detect road signs in an 

outdoor environment, conditions such as cloudy or rainy 

weather and the decrease in contrast at night greatly 

affect the results of detection and recognition.  

B. Robust Road Sign Detection and Recognition by

YOLOv2

1) YOLOv2

Real-time detection of road signs is necessary;

therefore, in the proposed method, we used YOLOv2, 

which has a high processing speed as a CNN network and 

relatively few false detections. YOLOv2 is an improved 

version of YOLO, which was described in Section II. In 

YOLOv2, object candidates are detected for each grid by 

an anchor box, as in Faster R-CNN. In addition, the 

anchor box improves the detection accuracy by 

predetermining the most commonly used anchor box 

from the training data. When compared with YOLO, the 

detection speed and detection accuracy of YOLOv2 show 

better results. The network of the proposed method is 

shown in Fig. 9, which consists of 22 convolutional 

layers and 5 pooling layers, and all the layers are 

composed of convolutional layers; therefore, the position 

information is retained until output. Because YOLOv2 

has an FCN structure and does not include the full 

connection layers, it has features that can be applied to 

images of any size. Therefore, in the proposed network, 

an image size, which is randomly changed for each batch 

from five image sizes, 640×640, 672×672, 704×704,  

736×736, and 768×768 , is used as the input image. 

YOLOv2 divides the input image into S×S  areas and 

predicts the bounding box 𝐵 (center coordinates, width, 

height, and confidence score) of each area and the 

conditional class probability C . The output of the 

YOLOv2 network is a feature map, which is 

S×S×(B×5+C) channels. In YOLOv2, the three 

predictions of the anchor box, confidence, and 

conditional probability are integrated into one error 

function. The YOLOv2 error function used in this 

experiment is shown below. 

𝐿𝑜𝑠𝑠 = 𝜆𝑐𝑜𝑜𝑟𝑑 ∑ ∑ 1𝑖𝑗
𝑜𝑏𝑗

𝐵

𝑗=0

[(𝑥𝑖 − 𝑥𝑖)2 + (𝑦𝑖 − �̂�𝑖)2]

𝑆2

𝑖=0

 

+𝜆𝑐𝑜𝑜𝑟𝑑 ∑ ∑ 1𝑖𝑗
𝑜𝑏𝑗

𝐵

𝑗=0

[(√𝑤𝑖 − √�̂�𝑖)
2

+ (√ℎ𝑖 − √ℎ̂𝑖)

2

]

𝑆2

𝑖=0

 

+ ∑ ∑ 1𝑖𝑗
𝑜𝑏𝑗

𝐵

𝑗=0

(𝐶𝑖 − �̂�𝑖)
2

𝑆2

𝑖=0

+𝜆𝑛𝑜𝑜𝑏𝑗 ∑ ∑ 1𝑖𝑗
𝑛𝑜𝑜𝑏𝑗

𝐵

𝑗=0

(𝐶𝑖 − �̂�𝑖)
2

𝑆2

𝑖=0

+ ∑ 1𝑖
𝑜𝑏𝑗

𝑆2

𝑖=0

∑ (𝑝𝑖(𝑐) − �̂�𝑖(𝑐))2

𝑐∈𝑐𝑙𝑎𝑠𝑠𝑒𝑠

(1) 

here, 𝑥  is the 𝑥 -coordinate center of the predicted 

candidate area, 𝑦  is the 𝑦 -coordinate center of the 

predicted candidate area, 𝑤 is the width of the predicted 

candidate area, and ℎ  is the height of the predicted 

candidate area. The variables x̂, ŷ, ŵ, and ĥ  indicate the 

position information of the correct corresponding object 

area variable. 𝑝(𝑐) indicates the class probability of each 

class.  

Figure 9. Network structure of YOLOv2 

2) Robustness improvement with multi-scale inputs

In road sign detection, the detection must be performed

robustly despite scale changes. In related object detection 

research, the image size used for training is often limited 
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to a fixed size; however, the size of an object changes 

depending on the distance to and the nature of the object. 

Therefore, it is necessary to collect abundant training data 

or perform trimming and enlargement processing on the 

object to generate a model that is robust to scale changes 

of the object, hence the creation of a model with the 

above characteristic via training with multi-scale inputs. 

Training with multi-scale inputs can result in a model that 

is more robust to scale changes than that resulting from 

training with only a single image size. Fig. 10 shows 

multi-scale image inputs. As mentioned previously, 

YOLOv2 is a network that can account for variable input 

image sizes because it has an FCN structure and does not 

include the full connection layers. Therefore, by 

preparing one image of a certain size, it is possible to 

simulate the object contained in the image at various sizes 

and to train the model based on these images. In the 

proposed method, training is performed using an image 

size in which one image is randomly changed from batch 

to batch between five image sizes. Therefore, in the 

proposed method, it is possible to train road signs with 

different scales even in the same image. As shown in Fig. 

10, larger-scale images can be used to train larger-scale 

road signs, and smaller-scale images can be used to train 

smaller-scale road signs. 

Figure 10. Training with multi-scale inputs 

C. Evaluation

In this study, precision and recall are used as

evaluation criteria for the detection accuracy.  The 

Precision and recall are obtained via the following 

formulas: 

Precision=
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(2) 

Recall=
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(3) 

here, TP, FP, and FN indicate true positive, false positive, 

and false negative, respectively. The higher the precision 

and recall, the better the accuracy. In this study, as a 

definition of “detection,” when the Intersection over the 

Union (IoU) between the predicted candidate area and the 

correct object area is 0.3 or greater, it is regarded as a 

detection success. The formula for IoU is 

IoU =
(𝑂𝑏𝑗𝑒𝑐𝑡 ∩ 𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑏𝑜𝑥)

(𝑂𝑏𝑗𝑒𝑐𝑡 ∪ 𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑏𝑜𝑥)
(4) 

where Object  is the area of the correct object, 

Detected box  is the predicted candidate area, and 

Object ∩ Detected box is the area where the two overlap. 

IoU represents the percentage of the image overlap and 

ranges from 0 to 1. Larger values indicate a higher 

amount of match between regions, and smaller values 

indicate that the regions are less consistent. 

V. EXPERIMENT

A. Experimental Method

We detected and recognized 16 road signs using the 
proposed method. The experiment used the data set 

described in Section III. The division of test data used 

holdout method. We used Python to build the network 

used in the proposed method and Chainer [16] as the 

library. The Graphics Processing Unit (GPU) used was 

a GeForce GTX 1080 Ti [17]. The input image size 

at training in the conventional YOLOv2 was 704 ×  
704 pixels. In the comparison experiments with the 

proposed method, SSD and Faster R-CNN, the 

experimental conditions, such as the data augmentation in 

each method, were the same. 

B. Single-Scale (Conventional YOLOv2) vs. Multi-scale

(Proposed Method)

The experimental results of conventional YOLOv2 and 

the proposed method are shown in Table II. The resulting 

images are shown in Fig. 11. The detection results for 

each road sign are shown in Table III. As shown in Table 

II, in the model trained using multi-scale image inputs, 

the accuracy of the precision and recall improved for all 

test data compared with the model trained using image 

input of a single size. For the clear weather test data, the 

proposed method showed high accuracy. For the night 

and small object test data, the accuracy in the proposed 

method was improved for all test data compared with the 

model trained using single-size image input. However, it 

can be seen that the accuracies of the two datasets were 

reduced by approximately 10% or more compared with 

the case of clear weather. In the results in Fig. 11(b), one 

road sign could not be detected using conventional 

YOLOv2. Conversely, with the proposed method, the two 

road signs were correctly detected and recognized. Even 

for the night and small object datasets, the proposed 

method correctly detected and recognized the road signs 

as well as it did in the case of clear weather (Figs. 11(d) 

and 11(f)). Road signs that could not be detected 

correctly included those with complex backgrounds, such 

as buildings and forests. 

TABLE II.  EXPERIMENTAL RESULTS IN EACH ENVIRONMENT 
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(a)  (b)   (c)  (d)  (e)  (f) 

Figure 11. Experimental result images in each environment: (a): conventional YOLOv2 (clear weather); (b): proposed method (clear weather); (c): 
conventional YOLOv2 (night); (d): proposed method (night); (e): conventional YOLOv2 (small objects); and (f): proposed method (small objects) 

TABLE III.  DETECTION RESULTS FOR EACH ROAD SIGN 

We evaluate the number of detections of each road 

sign when using conventional YOLOv2 and the proposed 

method. The evaluation index uses the recall. As shown 

in Table III, for the clear weather test data, road signs 

with high recall in conventional YOLOv2 include speed 

limit and no parking signs. In the proposed method, it can 

be confirmed that all 16 road signs show high recall. 

Results from the small object test data show that training 

with multi-scale image inputs is effective for all road 

signs. From the results of the night and small object test 

data, when using conventional YOLOv2, many of the 

road signs have low recall values. However, in the 

proposed method, there is an improvement in the recall 

value for each road sign and the recall value for the road 

signs as a whole is improved. In addition, in the night and 

small object test data, the yellow road signs have a low 

recall value. Even though these yellow road signs can be 

detected, only a few can be recognized, resulting in a low 

recall value. In the experiment, it was confirmed that 

yellow road signs were often confused for each other. Fig. 

12 is an example of detecting a yellow road sign in the 

night test data. In Fig. 12(a), the road sign was 

misrecognized because it couldn’t be detected at the 

correct position. In Fig. 12(c), the road sign is blurred, 

and it is difficult for us to recognize correctly even if we 

actually see and judge. Therefore, in Fig. 12(c), the road 

sign was misrecognized. On the other hand, in Figs. 12(b) 

and 12(d), since the detection position of the road sign 

was accurate and the image quality was relatively clear, 

correct recognition could be performed. Fig. 13 is an 

example of detecting a yellow road sign in the small 

object test data. In Fig. 13(a), correct recognition is 

difficult because the road sign is blurred and unclear 

because the road sign is too small. In Fig. 13(c), the 

contrast between the road sign and its background is 

similar and the contrast difference is small. Because of 

that, recognition of the road sign was very difficult and 

made false recognition. On the other hand, in Figs. 13(b) 

and 13(d), since the contrast difference between the road 

sign and its background is easy to distinguish and the 

image quality is relatively clear, the road sign was 

correctly recognized.  

Figure 12. Examples of detecting a yellow road sign in the night test 
data. (a) and (c) are examples of misrecognition; and (b) and (d) are 

correctly recognized examples 

Figure 13. Examples of detecting a yellow road sign in the small object 
test data. (a) and (c) are examples of misrecognition; and (b) and (d) are 

correctly recognized examples 
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C. Comparison with Other Methods Using Deep

Learning

Comparison results between the proposed method and 

other methods using deep learning are shown in Table IV 

and Fig. 14. Fig. 14(a)-(c) are the results for clear weather, 

(d)-(f) for night conditions, and (g)-(i) for small objects. 

Table II and Table IV indicate that conventional 

YOLOv2 has a lower accuracy than Faster R-CNN and 

SSD. However, in the case of the proposed method in 

which training is performed with multi-scale image inputs, 

Table IV indicates that the accuracy is better than Faster 

R-CNN and SSD. In Faster R-CNN and SSD, the value

of the precision is low because there are more false

positives compared with the proposed method. In the test

data results for clear weather shown Fig. 14, the proposed

method correctly detects and recognizes all the road signs

that were not by Faster R-CNN and SSD. In the result for

the night test data, Faster R-CNN did not detect one road

sign. In SSD, false detections caused by car lights

occurred, and the crosswalk road sign was misidentified.

However, in the proposed method, all the road signs were

correctly detected and recognized, and there were no false

detections. In the test results for small objects, two road

signs serving as target objects were too small and could

not be detected by Faster R-CNN and SSD. However, the

proposed method correctly detected and recognized all

road signs.

(a)  (b)   (c) 

(d)  (e)   (f) 

(g)   (h)   (i) 

Figure 14. Comparison of image results with other methods using deep 

learning for clear weather (top row), night condition (middle row) and 
small objects (bottom row). (a), (d), and (g) are detection results for 

Faster R-CNN; (b), (e), and (h) are detection results for SSD; and (c), (f), 
and (i) are detection results for our proposed method 

TABLE IV.  COMPARISON RESULTS WITH OTHER METHODS 

VI. CONCLUSION

In this study, we proposed a high-accuracy detection 

and recognition method by training road signs using a 

deep learning technique that is robust against scale 

changes. We then verified the effectiveness of the 

proposed method. In the proposed method, training with 

multi-scale image inputs had an effect on the scale 

changes of road signs, and four types of data 

augmentation were performed on the training data to 

improve the robustness of the method. The proposed 

method showed higher accuracy in detection and 

recognition than Faster R-CNN and SSD. Future issues 

include the improvement of the training data shortage and 

the increase of the detection number in each environment. 
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