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Abstract—In the diagnosis of the abdomen, CT images taken 

under various conditions are visually checked by multiple 

doctors. Since diagnosing CT images requires doctors to 

take time and effort, a Computer-Aided Diagnosis system 

(CAD) based on a machine learning technique is expected. It 

is, however, difficult to collect a large number of case images 

for machine learning. In this paper, we propose a method to 

generate lesion images by a Conditional Generative 

Adversarial Networks (CGAN) and show the effectiveness of 

the proposed method by the accuracy of liver cancer 

detection from CT images. A CGAN which generates 

pseudo lesion images is trained with real lesion images 

labeled with “edge” and “non-edge” of the liver. We 

confirmed that the proposed method achieved the detection 

rate of 0.85 and the false positives per case of 0.20. The 

detection accuracy was higher than that of a conventional 

method.  

 

Index Terms—CT image, deep learning, computer aided 

diagnosis, image synthesis 
 

I. INTRODUCTION 

The diagnosis for liver cancer is visually performed by 

doctors with CT images. Interpretation support using 

machine learning is required to reduce the burden on 

doctors. However, it is difficult to collect a large number 

of case images used for machine learning. Thus, we study 

a method for generating lesion images. 

So far, we have constructed a liver cancer detector 

with a Convolutional Neural Network (CNN). In addition, 

the lack of learning samples for the detector was 

compensated by lesion images generated by using three 

methods including DCGAN. In general, it is difficult to 

generate a various appearances of lesion images using 

DCGAN if the learning samples contain different image 

appearances. Thus, far we have constructed a liver cancer 

detector with a Convolutional Neural Network (CNN). In 

addition, the lack of learning samples for the detector was 

compensated by lesion images generated by using three 

methods including DCGAN. In general, it is difficult to 

 

generate a new image using DCGAN if the learning 

samples contain different image appearances. 

In this paper, we propose lesion image generation 

using Conditional GAN (CGAN) that learn lesions with 

different features separately by using label information in 

order to suppress the generation of unnatural lesion 

images while maintaining the variety of lesions that can 

be represented by DCGAN. 

II. RELATED WORK 

This chapter describes related work. In recent years, 

methods using deep learning in general object recognition 

have reported high detection accuracy. In particular, 

models such as VGG [1], ResNet [2] using CNN have 

high detection accuracy, but the amount of training data 

required for learning is huge. When deep learning is used 

in the field of medical image processing, it is necessary to 

add teacher labels to lesions, etc. and use them as 

learning samples. However, this labeling requires 

specialized knowledge and it is difficult to prepare 

medical images. There is data extension as a method of 

learning with a small amount of data. 

Data augmentation methods include Random Erasing 

[3], cutout [4], mixup [5], etc. In addition, data generation 

using GAN [6] has been attracting attention as a data 

extension method using deep learning. GAN has two 

models, a generator that generates artificial images and a 

discriminator that distinguishes artificial images from real 

images. By learning to compete these two models, the 

generator learns the features of the real image and 

generates high quality images. DCGAN [7] has also been 

proposed in which a convolutional layer is added to the 

GAN model to stabilize learning. 

In the rest of this section, we describe the method of 

generating lesion images and the method of lesion 

detection using the generated lesions. 

A. Lesion Image Generation 

It is difficult to collect as many lesion images with 

various appearances as necessary for machine learning. In 

deep learning, it is necessary to prepare a sufficient 

number of learning images, so it is more difficult when 

targeting rare diseases such as cancer. We proposed three 
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kinds of methods for generating lesion images of liver 

cancer as follows. 

M1: Synthetic lesion image using Poisson Blending [8] 

M2: Lesion images based on CT value distribution [9] 

M3: Deep Convolutional Generative Adversarial 

Networks (DCGAN) [7], [10] 

M1 is a method of generating a new 3D image of the 

lesion by synthesizing a lesion image in the liver of 

another image by Poisson blending. M2 generates a 

similar low CT value 3D region by the following function: 

𝑔(𝒑) = 𝑓(𝒑) −
𝑘

1 + exp(𝑟 − 𝑛(𝑟)) ℎ(𝒑)
        (1) 

𝑛(𝑟) = 𝑟0 + 𝑁(0, 𝜎1
2)                       (2) 

ℎ(𝒑) = 𝜆 + 𝑁(0, 𝜎2
2)                       (3) 

where 𝒑 = (𝑥, 𝑦, 𝑧) is the center coordinates of a shadow 

(foreground) region, and 𝑔(𝒑) is the output CT value at 𝒑. 

𝒑 is the original CT value at 𝒑, and 𝑘 is a parameter for 

controlling the contrast between the foreground and the 

background, and 𝑟  is the distance between 𝑟  and the 

center of the synthesized lesion. 𝑁(0, 𝜎2)  is a random 

value following a normal distribution with zero mean and 

a standard deviation 𝜎. 

M3 uses DCGAN to generate lesion images. We used 

3D images of 110 lesions to generate 3D images. The 

cross-sections of the 110 3D images were also used to 

generate 2D images. We showed that the accuracy of 

lesion detection by CNN, which will be described later, 

can be improved by adding the lesion images generated 

by them to the learning image [11]. Table I shows the 

detection rate and the False Positives (FP) rate per case 

when lesion images generated by M1, M2, and M3 are 

used as learning samples of the detector. From the 

detection results, when the generated lesions of the three 

methods were used, the detection rate was highest and the 

false positives per case was low. However, the lesion 

image generated by DCGAN has a problem of generating 

the image as shown in Fig. 1. As shown in Fig. 2(b), 

when the lesion is in the peripheral area of the liver, a 

linear shadow with a high CT value is observed around 

the lesion due to the diaphragm, peritoneum, and liver 

parenchyma. However, the image generated by the 

DCGANs in Fig. 1 appears to be touching the margin of 

the liver. Therefore, it is necessary to suppress the 

generation of images with features that do not exist in 

real lesions or to select generated lesions so that they are 

not used for learning samples. 

TABLE I.  DETECTION RESULTS OF CONVENTIONAL RESEARCH 

Method Detection rate FP per case 

None 0.65 1.80 

M1+M2+M3 0.80 0.25 

 

 

Figure 1.  DCGAN generated images with features not found in real 
lesion. 

  
(a) Non-edge (b) Edge 

Figure 2.  Cross-section of real lesion image of edge and non-edge. 

B. Liver Cancer Detector 

Fig. 3 shows the processing flow of the liver cancer 

detector in the conventional method [12]. This method 

uses 2D-CNN and 3D-CNN sequentially. Each CNN is 

based on VGG and uses the artificially generated lesion 

images described in 2.1 as learning samples in addition to 

the real lesion images. 2D-CNN scans the axial CT image 

by raster scan and obtains lesion area candidates. After 

that, candidate regions are integrated three-dimensionally 

by the Mean Shift method [10], [13]. The integrated 

region is identified using 3D-CNN to get the final lesion 

candidates. 

 

Figure 3.  Flow of detector processing. 

III. PROPOSED METHOD 

Metastatic liver cancer lesions inside the liver (non-

edge) and the lesions in the surrounding area (edge) have 

a very different appearance (Fig. 2). The lesion located 

inside of the liver is adjacent to the liver parenchyma 

with uniform CT values and blood vessels with high CT 

values. On the other hand, the appearance of lesions in 

the peripheral part of the liver is diverse. Lesions that 

occur near the lung include the lung region with a low CT 

value. In addition, fat, other organs, muscles, and ribs that 

can have various CT values due to contrast effects may 

be included in the neighbor of the lesion. Therefore, 

CGAN, which can generate images with different labels, 

can generate more realistic lesion images. The learning 

samples dataset uses the portal phase abdominal CT 

images distributed at the Japan Society for Medical 

Image Engineering CAD contest. The learning samples 

for 2D-CNN and 2D-CGAN is obtained by manually 

selected lesion image with 32×32 pixels, and the learning 

samples of 3D-CNN and 3D-CGAN is obtained by the 

same way with 32×32×20 voxels. 

28

Journal of Image and Graphics, Vol. 9, No. 1, March 2021

©2021 Journal of Image and Graphics



IV. EXPERIMENTS 

In order to evaluate the effectiveness of the lesion 

image generated by CGAN, the generated image was 

used as learning samples for the detector. Twenty CT 

images that were not used for CGAN and CNN learning 

samples were used as evaluation data. The proposed 

method was evaluated using the detection rate and the 

false positives rate per case. In this paper, the detection 

target disease is metastatic liver cancer of 20mm or less. 

A. CGAN Learning Samples 

The lesion images used for 2D-CGAN learning are 

shown in Table II, and the lesion images used for 3D-

CGAN learning are shown in Table III. “Rotation, etc.” 

in these tables represent data augmentation based on 

geometric deformation. In 3D-CGAN learning samples, 

learning does not converge because the number of real 

lesion images is not sufficient. Thus, as in the reference 

[3], synthesis images generated by M1 and M2 also use 

as learning samples for the CGAN. 

TABLE II.  2D-CGAN LEARNING SAMPLES 

Label Real Rotation etc. 

Edge 255 1785 

Non-edge 482 3374 

TABLE III.  3D-CGAN LEARNING SAMPLES 

Label Real Rotation etc. M1 M2 

Edge 26 390 6087 5072 

Non-edge 84 1260 4554 5926 

 

Fig. 4 shows lesion images learned under these 

conditions. These generated lesion images are used as 

learning samples for the detector. 

  
(a) Non-edge (b) Edge 

Figure 4.  Cross-section of lesion image generated by CGAN. 

B. Detector Learning Samples 

Table IV shows the number of real lesions among the 

data used for detector learning, and Table V shows the 

number of data generated by DCGAN or CGAN. 

TABLE IV.  LEARNING SAMPLES COMMON TO DETECTORS 

Model Real M1 M2 Negative 

2D 737 3,000 3,000 4,500 

3D 110 1,000 1,000 1,500 

TABLE V.  DIFFERENT LEARNING SAMPLES FOR EACH METHOD 

Method Model DCGAN 
CGAN 

Edge Non-Edge 

Conventional 
2D 3,000        0        0 

3D 1,000        0        0 

CGAN 

Edge 

2D     0 3,000        0 

3D     0 1,000        0 

CGAN 

Non-Edge 

2D     0        0 3,000 

3D     0        0 1,000 

CGAN 
2D     0 1,500 1,500 

3D     0    500    500 

C. Detection Results 

Detection results for 20 evaluation CT images are 

shown in Table VI. Compared with the conventional 

method, the detection rate increased and the false 

positives rate per case decreased when both the edge and 

non-edge lesions generated by CGAN were used for 

learning. This confirmed the effectiveness of the 

proposed method. 

TABLE VI.  DETECTOR RESULT 

Method Detection rate FP per case 

Conventional 0.80 0.25 

CGAN edge 0.85 0.35 

CGAN non-edge 0.75 0.20 

CGAN 0.85 0.20 

D. Discussion 

The highest detection accuracy and low false positives 

per case were achieved by simultaneously using the 

lesion images at the edge of the liver generated by CGAN 

and the lesion images located inside the liver. As shown 

in Fig. 5, the lesions near the edge of the liver were 

detected correctly. However, as shown in Fig. 6, it was 

not possible to detect small lesions or lesions with small 

contrast with the surrounding area. Fig. 7 shows an 

example of false positive case. False positives occurred in 

areas where the liver was recessed or outside the liver. 

Fig. 8 shows an example of a lesion located at the edge of 

the liver that could not be detected by the conventional 

method. Although it is necessary to continue to 

investigate how many lesion images are appropriate to 

generate, it is effective to generate images of lesions 

inside the liver and lesions at the edge of the liver 

separately and to use them as learning samples has been 

confirmed. 

  

Figure 5.  Examples of detected lesions. 

  

Figure 6.  Examples of undetected lesions. 
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Figure 7.  Examples of false detected lesions.

 

Figure 8.  The lesion not detected by conventional methods.

V. CONCLUSION 

We proposed a lesion generation method using CGAN 

as a method to generate a large number of learning 

samples for machine learning. Since the appearance of 

liver cancer differs depending on the location where it 

occurs, more realistic lesion images could be generated 

by conditional GAN. The detection accuracy is improved 

compared to the lesion generation method using DCGAN 

by generating each separately with CGAN and using it as 

learning samples for the detector. However, the 

evaluation was not sufficient because there were only 20 

cases used for evaluation. Thus, it is necessary to conduct 

large-scale evaluation experiments in the future. 
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