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Abstract—Many service industries focus on reception (hospitality) and improving customer satisfaction by understanding customer needs and making good impressions. This kind of customer service is learned over a long period by manuals, role-playing, and on-the-job training. However, due to various limitations, e.g., time, it is difficult to repeatedly practice responding to different situations. Thus, in this paper, we propose a scenario-based virtual reality customer service training system that employs multimodal recognition of trainees. The proposed system measures bow and stoop degrees from skeletal posture information extracted using an RGB-D camera. Then, the proposed system provides feedback, i.e., visual aids and comments, to the trainee. We also investigate how multiple training sessions can change a trainee’s customer service skills.

Index Terms—customer service, scenario-base, training VR System, 3D posture

I. INTRODUCTION

Traditionally, reception skills in customer service are learned over a long period through on-the-job training with guidance from senior employees and other individuals. However, in such cases, in addition to the psychological burden of failures, it is difficult to repeatedly exercise reception skills in different situations.

Muramoto et al. [1] developed a simulation game to train newly hired female clerks at women’s fashion stores. This simulation software included customer dialog that reflects the interrelationships among customer, products, and the clerk. In addition, Robert et al. [2] developed and evaluated a character-based dialog training system to train informed consent skills. They demonstrated that test subjects who trained with a virtual character achieved better performance in actual interpersonal interviews than those who trained only manuals.

In this paper, we propose customer service training system that involves body movement measurement and user feedback. The proposed system allows a trainee playing a staff role to repeatedly practice listening to problems and evaluating potential customer needs via multimodal dialog with both speech and gestures.

The proposed system measures the bow and stoop degrees from skeletal information extracted using an RGB-D camera (i.e., a Microsoft Kinect device). The system then provides feedback to the trainee comprising visual aids and comments. We also investigated how multiple training sessions with the proposed system can change a trainee’s customer service skills.

II. RELATED RESEARCH

In terms of Virtual Training (VR) systems for situations where physical response is important, Jaikyung et al. [3] produced a team-based firefighter training platform using VR, AR, and haptic technologies because it is difficult to train firefighters in practical fire situations. In addition, Yazhou et al. [4] produced an American football training system that employed a VR environment, and they evaluated its effectiveness over three days of training. The results demonstrated that the average training score improved by 30%. These studies are primarily immediate decisions and coping behaviors; however, in customer service, it is important to train employees to understand problems through conversation so they make take appropriate action.

In terms of customer service training, Otsuki et al. [5] developed a VR work training system that focuses on awareness and priority judgment in the restaurant service industry. With this system, it is possible to train employees to be aware of what is occurring at multiple locations and determine appropriate priorities by placing customers at multiple tables at different times. In this study, the evaluation of customer service behavior is assessed quantitatively by recording the time required for a given task. Oyanagi et al. [6] constructed a training simulator to develop psychological skills for the service industry using a VR environment. Here, users in remote locations played the roles of teacher and student, and they interacted with each other in VR space over a network. In these studies, the instructor evaluated the trainee’s customer service behaviors.

III. OVERVIEW OF THE CUSTOMER SERVICE TRAINING SYSTEM

Fig. 1 shows the multimodal dialog process involved in customer service. In customer service, as discussed in various reception studies, it is important to be able to read the other person through observation, listening, and nonverbal communication, e.g., facial expressions, line of sight, and gestures. The necessary reception skills are summarized in the following.

Manuscript received August 10, 2021; revised November 17, 2021.

©2021 Journal of Image and Graphics
doi: 10.18178/joig.9.4.152-156
Mental attitude: A way of thinking in which customers are treated with sincerity.

Understanding the customer: Recognition of the customer's situation according to their age, gender, appearance, behavior, and speech.

Response based on expertise: This involves predicting appropriate responses and providing convincing suggestions based on specialized business knowledge.

The service training system must have the following characteristics.

1) Easy to adapt to different training scenarios
To train effective reception skills, various scenarios should be available, including scenarios that require listening to the customer’s situation and needs, business knowledge, and emotional sensitivity.

2) Recognition of multimodal dialog with the customer agent
Customer agents must be able to recognize the trainee’s voice and gestures, respond to them, and exhibit emotional reactions.

3) Evaluation of the interaction
The system must be able to evaluate whether convincing responses were given based on appropriate business knowledge.

4) Feedback to the trainee
Effective feedback should be provided to the trainee to guide improvement.

In the current implementation, a VR environment model with a customer character was implemented using Unity (version 2019.1). Here speech recognition was achieved via Windows.speech, and the Python Transitions package was used for finite state machine-based dialog control. In addition, eye tracking was realized using the HTC VIVE Pro, and gestures were recognized via bone extraction using a Kinect RGB-D camera to classify different types of bows (i.e., slight bow, salute, and respectful bow).

IV. BOW AND POSTURE MEASUREMENTS
We measured the bow and stoop degrees by extracting skeletal information using the Kinect RGB-D camera.

Bow at the correct angle is important to provide a good impression to customers. Here, bows were divided into nod, salute, most salute in Japan. Table I and Fig. 2 summarize each type of bow [7], [8].

<table>
<thead>
<tr>
<th>Type</th>
<th>Degree</th>
<th>Proper situation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nod</td>
<td>15</td>
<td>Usual greeting</td>
</tr>
<tr>
<td>Salute</td>
<td>30</td>
<td>Showing respect</td>
</tr>
<tr>
<td>Most salute</td>
<td>45</td>
<td>Apologies and deep thanks</td>
</tr>
</tbody>
</table>

Nods are used in the calling phase, the highest salute is used in the problem confirmation and problem-solving phase, and the salute is used in the see-off phase. We calculated the angle of the user’s bow by calculating the angles of two vectors obtained from the skeletal information (Fig. 3) using the Kinect, i.e., the vectors from SpineShoulder at normal times and when bowing to neck.

A stoop is a posture where the neck is placed to the front slightly and the back is rounded. In this posture, the curvature of the spine and the shoulder often move forward [9]. In customer service, it is not preferable to respond in a stooped state; therefore, effective customer service skills should include “keeping the correct posture” during all phases.

SpineShoulder, SpineBase, and SpineMid were used in Fig. 3. Here, the user’s stoop is calculated and evaluated.

\[ D_i = \frac{(b_i - a_i) \cdot (b_i - c_i)}{|b_i - a_i|^2} (b_i - a_i) - c_i \]  

by calculating the distance \( D_i \) between a straight line and SpineMid point, which connects the SpineShoulder and SpineBase points. If the coordinates of SpineShoulder, SpineBase, and SpineMid are denoted \( a_i, b_i, \) and \( c_i \), respectively, \( D_i \) can be expressed by Eq. (1).

To determine a threshold, we measured the variation in \( D_i \) for six subjects (Table II). Here, the distance \( D_i \) value was measured for 5 s for both up-and-down conditions and stoops, and the average was calculated. Considering fluctuation in the \( D_i \) value due to slight changes in posture, the threshold of \( D_i \) was set to 0.1 m.
V. USER FEEDBACK METHOD

Feedback is required for users to improve their performance over repeated customer service training sessions.

- If the trainee’s bow is appropriate, the error in the angle of the bow versus the angle of an appropriate bow is displayed.
- If the trainee’s bow is inappropriate or if the trainee failed to bow at the appropriate moment, the appropriate type of bow, and its angle are displayed.
- If the trainee’s posture becomes a stoop, feedback is displayed to identify this out (Fig. 4).

![Feedback of stoop](image)

VI. SCENARIO-BASED TRAINING

In the proposed system, a customer service role play scenario with a customer character is conducted according to a specific scenario, i.e., complaint correspondence training. Skills to train are commonly referenced in customer service literature [10]-[16], we select “check for problems,” “apology,” “problem-solving,” “wording,” “handling knowledge,” and “posture.”

In this scenario, the user responds to a customer complaint as a member of the ground staff at an airport. Note that the complaint was created in reference to the actual rules and cases of an airline to approximate a real-world business situation. These scenarios consider several cases, e.g., damaged luggage and refunding airline tickets.

The scenario involved three utterances for the customer character and four utterances for the ground staff (the user). The actions corresponding to each utterance phase are shown in Table III. To avoid a breakdown in the conversation, the conversation was led by the customer, and utterances were only made in the user's utterance phase.

In each speech phase of the ground staff, the user thinks of specific speech content and speaks it. In response to the four speech phases of the user, the customer has three speech phases, i.e., the “problem presentation,” “response request,” and “exit” phases. In each phase (except for the “exit” phase), the information required for the user's speech is presented by customer's speech. For example, the customer describes the current situation in the “problem presentation” phase.

To allow beginners to learn and train, the procedures to be explained, customer service knowledge, and the direction of the utterances are set for each scenario, and the user can check them as hints in the system.

![Table II: Measurement of Difference Between Standing Straight and Stoop](image)

<table>
<thead>
<tr>
<th>Subject</th>
<th>Standing(m)</th>
<th>Stoop(m)</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.27</td>
<td>0.12</td>
<td>0.15</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>0.02</td>
<td>0.23</td>
</tr>
<tr>
<td>3</td>
<td>0.49</td>
<td>0.34</td>
<td>0.15</td>
</tr>
<tr>
<td>4</td>
<td>0.35</td>
<td>0.24</td>
<td>0.11</td>
</tr>
<tr>
<td>5</td>
<td>0.31</td>
<td>0.20</td>
<td>0.11</td>
</tr>
<tr>
<td>6</td>
<td>0.39</td>
<td>0.32</td>
<td>0.07</td>
</tr>
<tr>
<td>Average</td>
<td>0.34</td>
<td>0.21</td>
<td>0.14</td>
</tr>
</tbody>
</table>

![Table III: Scenario Configuration](image)

<table>
<thead>
<tr>
<th>Speaker</th>
<th>Functions</th>
<th>Utterances</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 User</td>
<td>Call</td>
<td>talk to a customer in trouble</td>
</tr>
<tr>
<td>2 Customer</td>
<td>Problem Presentation</td>
<td>ask a question about a problem</td>
</tr>
<tr>
<td>3 User</td>
<td>Check for problems Apology</td>
<td>answer the customer's question</td>
</tr>
<tr>
<td>4 Customer</td>
<td>Response request</td>
<td>make a claim to a problem</td>
</tr>
<tr>
<td>5 User</td>
<td>Problem solving / Apology</td>
<td>solve problems and give apology</td>
</tr>
<tr>
<td>6 Customer</td>
<td>Exit</td>
<td>satisfied with the response, leaving</td>
</tr>
<tr>
<td>7 User</td>
<td>See off</td>
<td>add a word of see-off to a customer</td>
</tr>
</tbody>
</table>

VII. USER STUDY

A. Experimental Setup

An evaluation experiment was conducted to verify the effectiveness of claim response training of the proposed system. In this experiment, after receiving an explanation of simple customer service knowledge, we trained the users to respond to complaints using in-person role play scenario and the proposed system for scenarios with the same configurations. The participants included nine university and graduate students (seven males and two females with an average age of 22.5 and standard deviation of 1.21). Note that six participants were experienced customer service students. After training all participants, two independent evaluators watched a video of the training and provided an evaluation via a questionnaire of five methods. The questionnaire is shown in Table IV.

The experimental procedure is described in detail in the following.

![Table IV: Questionnaire for Video Evaluation (Five Points Scale)](image)

| 1 | Do you think the subject's standing posture is maintained correctly? |
| 2 | Do you think the angle of the subject's greeting bow (15, degrees) is correct? |
| 3 | Do you think the angle of the subject's apology bow (45, degrees) is correct? |
| 4 | Do you think the angle of the subject's bow (30 degrees) is correct? |

1) Manual learning

A seven-minute learning phase was conducted using a written manual (four pages) prepared by the authors. This learning phase was performed to provide the participants...
with the minimum required customer service knowledge and the knowledge required to perform the interpersonal role play scenario.

2) Interpersonal role play scenario (before the system training)

The customer service role play scenario prepared by the authors was performed with a performer, and the scene was filmed. Note that the structure of the role play scenario was the same as that of the training system; however, the specific content differed from that used in the training system.

3) System training

Participants wore head mounted display and performed the role play session with a customer character in the virtual space of a customer service scene. The role play was conducted according to four different scenarios created by the authors. As shown in Fig. 5, one training task comprises three phases, i.e., the practice, test, and rest phases, and the user experienced the training task three times. In the practice and test phases, the training was conducted in the scenario. In the training phase, hints for appropriate responses were displayed. However, these hints were not displayed in the test phase. In addition, the test phase was filmed.

4) Interpersonal role play (after the system training)

Here, a seven-minute learning session was performed using the same manual used in manual learning. Then, an interpersonal role play scenario was performed with the performer as in 2), and the scene was filmed. Note that the role play scenario was the same as that experienced in Interpersonal role play (before the system).

5) Video evaluation

After the interpersonal role play scenario was performed, four evaluators who were not involved in the experiment, watched the recorded video and evaluated the proposed system using a questionnaire (Table III). To emphasize the impressions given for ordinary customers, the evaluators were not customer service experts.

VIII. RESULTS AND DISCUSSION

In this paper, the significance level is indicated as p<0.05 for * and p<0.01 for **.

A. System Role Play

We obtained data from the nine subjects and applied the Friedman’s test to the first, second, and third training sessions of the role play system.

1) Training bow scores

Table V shows that we observed significant differences in the items related to bowing (items 2, 3, and 4), and the mean values are on the increase. Thus, we believe that the proposed system helped the participants learn to select an appropriate bow according to the given situation.

<table>
<thead>
<tr>
<th>System role play evaluation</th>
<th>Average Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>First (SD)</td>
<td>Second (SD)</td>
</tr>
<tr>
<td>1  3.47(1.0)</td>
<td>3.71(0.97)</td>
</tr>
<tr>
<td>2  3.60(1.0)</td>
<td>3.93(1.1)</td>
</tr>
<tr>
<td>3  3.49(0.94)</td>
<td>4.11(0.83)</td>
</tr>
<tr>
<td>4  3.89(0.83)</td>
<td>4.16(0.71)</td>
</tr>
</tbody>
</table>

2) Training posture scores

For the posture scores, no significant differences were observed in the relevant item. We believe that this finding was caused by the fact that the participants were aware their posture was being measured by the proposed system; thus, the participants were conscious of maintaining good posture.

B. Interpersonal Role Play

For the in-person role play scenario, the Wilcoxon signed-rank test was performed before and after the participants used the proposed system. The results are shown in Table VI. As can be seen, the score for items related to bows (i.e., items 2, 3, and 4) for the second training session were significantly higher than those for the first training session. Thus, we believe that the skills learned by using the system were demonstrated by the participants.

The items related to bowing and posture demonstrate that the skills acquired using the proposed systems are effective because the scores were significantly improved in-person.

These results demonstrate that it is possible to learn appropriate bowing and posture behaviors using the proposed training system. In addition, the skills acquired by using the proposed system can be used effectively when dealing with other people.
IX. CONCLUSION

In this paper, we have proposed a VR system to perform claim response training using interactive characters in VR space. The results of an evaluation experiment demonstrated that it is possible to acquire appropriate bowing and posture behaviors using the proposed training system. In addition, it is clear that the skills acquired would be effective in-person.
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