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Abstract—After the depth/RGB camera Kinect was firstly 

developed by Microsoft around 2010, an object is frequently 

captured and simultaneously is dealt with a set of point crowd. 

Therefore, we have been focusing on algorithms concerning 

to overlapping two or more crowds, distance calculation 

between two or more crowds, intersection check between two 

more crowds. On these circumstances, we focus on how to 

generate an artificial force with arbitrary direction and 

magnitude when two or more objects are interrupted each 

other in this paper. Needless to say, their objects are 

expressed by digital data such as point cloud, voxel cloud, 

sphere cloud, and their hierarchical structure in positioning. 

In this method, collision detection area, cuttable area, and 

representative point are set freely. As a result, we can select 

to calculate one of various normal vectors flexibly and 

rapidly even for rigid bodies or soft tissue composed of 

multiple materials. In this circumstance, we propose a novel 

algorithm which generates an artificial force flexibly when 

digital clouds are encountered each other. 

Index Terms—point cloud, voxel cloud, sphere cloud, 

interference, normal vector, force magnitude and direction 

I. INTRODUCTION

Before 1980, an object is represented by B-reps, or 

Constructive Solid Geometry [1]. For this reason, collision 

between two or more objects, or distance calculation 

between two or more objects are done by them [2]. 

However, those become time consuming as long as 

obstacle shape is more complicate. Therefore in 1980-

1990, digital data was frequently used for checking the 

intersection or distance calculation between two or more 

objects [3]-[7]. This technique was spanned for digital 

game area. After that, we innovate depth camera and GPU 

mentioned later for the digital game.  

In succession, their collision-detection algorithms were 

widely used for medical and dental surgical simulation and 

navigation [8]-[13]. The first depth camera Kinect was 

commercialized from Microsoft around 2010 and 

consequently it was sold by 35 million sets [14]. By using 

this, point crowds of object can be easily captured. One of 

many applications was to be SLAM (Simultaneous 

Landmark and Mapping) [15]-[17]. Also, parallel 

processing of GPGPU was also widely used in several 

graphics  board  for  digital   game   [18].   The   matching 

between point crowed and multicore of GPU is very 

wonderful [19]-[23].  

However, motion-detection of human, collision-

detection of obstacle, and fusion of multiple crowds are the 

main targets in digital entertainment, robotics, computer 

vision, augmented reality, and so on. Unfortunately, no 

algorithm to generate an impact force whose normal 

direction and magnitude is adaptively changed. Using the 

impact force generation algorithm, the forces acting on 

multiple objects are rapidly found by directly deriving the 

direction of such forces from the data of the digitally 

represented objects. Such algorithms will be useful for 

robot assembly, force feedback (haptics), and so on.,  

Below we describe the method for calculating a digital 

normal with reference to the accompanying drawings. A 

computer Graphics Processing Unit (GPU) is used for 

calculating the digital normal for shape 1 (that is, for 

applying the calculation algorithm). Such GPUs applied to 

implement the algorithm when calculating the digital 

normal are freely programmed using a specialist 

programming language such as the Open Computing 

Language (OpenCL) and Computing Unified Device 

Architecture (CUDA).  

Herein, a digital normal refers to a directional line 

segment that has a direction matching the direction of the 

force (or the reaction force to that force) acting on an 

object expressed in the “digital data (digital model)” (a 

point group, voxel group, and sphere groups, together with 

an octree or Hierarchical Sphere Model (HSM) expressing 

a hierarchical structure with respect to the position of the 

objects). In this form of implementation, as an example, 

the digital normal is derived as a vector quantity that 

closely resembles the direction of the force acting between 

objects when multiple objects expressed as digital data 

interact with one another.  

Below, we describe an example method for calculating 

(calculation algorithm) the digital normal in which the 

normal vector of the force acting between two objects is 

sought when a certain object (a machinable object) is cut 

using another object (a cutting tool). 

II. IMPACT FORCE GENERATION ALGORITHM

This algorithm is composed of the following five steps. 

In the first step, data on objects 1 and 2 are obtained in a 

digital format. In the second step, the position and amount 

by which object 1 is embedded into object 2 are 

determined. In the third step, the magnitude of force acting Manuscript received September 8, 2021; revised January 22, 2022.
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on object 1 is determined based on the position and amount 

of embedding found in step 2. In the fourth step, the 

direction of force acting on object 1 is determined based 

on the direction of the vector obtained through a 

summation of the base vectors obtained as vectors aimed 

at a representative point satisfying the fixed positional 

relationship with the minute elements from the center of 

gravity of the partial body of object 2, including the region 

satisfying the fixed positional relationship for each minute 

element in which object 1 interfaces with object 2. Finally, 

in the fifth step, the force acting on Object 1 is determined 

and output. 

A. Step 1 

The cutting object (an object wielded by a doctor or a 

dentist, for example, a dental bur) and an object to be cut 

(an object to be manipulated by a doctor or dentist, for 

example, a tooth) are converted into digital information (a 

point group, cube group, or sphere group, etc.) (see Fig. 1). 

Digital information (digital data) includes the point group 

of a dental bur, as shown in Fig. 2; the cube group (octree 

representation) of a row of teeth, as shown in Fig. 3; or as 

shown in Fig. 4, a rectangular parallelepiped group 

processed using the Z buffer and parallel processing 

function of the GPU. In addition, particle groups express 

deformable soft tissue. 

 

Figure 1. An example diagram of teeth and a bur represented using 

digital data. 

 

Figure 2. An example diagram of a dental bur expressed using digital 
data (point group). 

In Fig. 1, a conceptual diagram of a method used to 

express a tooth (a machinable object) and a tooth bur drill 

(a cutting tool), represented as an octree expression of a 

cube group (voxel) and point group, respectively, is shown. 

An example diagram of a drill expressed as a point group 

and a dental bur to which the drill is attached is shown in 

Fig. 2. An example diagram of a tool expressed using an 

octree of a voxel group is shown in Fig. 3.  

 

Figure 3. An example diagram of a tooth expressed using digital data 
(a voxel group). 

A conceptual diagram used to derive a representation of 

tooth 12 using a rectangular parallelepiped group using the 

Z-buffering function of the GPU is shown in Fig. 4. Here, 

the object represented by the rectangular parallelepiped 

group is also included among those objects represented 

using digital data. The GPU, not shown in the figure, 

obtains and stores the area in which tooth 12 is present in 

a direction perpendicular to Z buffer 20. Note that it is 

assumed herein that tooth 12 is an object that can be 

expressed using data recorded in Standard Triangulation 

Language (STL). In so doing, data (digital data) 

representing tooth 12 as a rectangular parallelepiped group 

are stored in Z buffer 20. In addition, the GPU, not shown 

in the figure, can also divide the rectangular parallelepiped 

group into smaller cubes (voxels). At this time, the GPU is 

able to differentiate each cube, and using the relationship 

with the existing range of tooth 12 recorded in Z buffer 20, 

each voxel is divided into smaller voxels inside tooth 12 

(Fig. 4(b)), voxels that do not make up tooth 12 (Fig. 4(c)), 

and voxels that form the interface of tooth 12 (Fig. 4(d)). 

Moreover, similarly for the drill at the tip of the dental bur 

(Fig. 2), the drill data expressed using the STL format are 

first converted into a voxel group, which can then be 

converted into data (digital data) expressing a point cloud 

using a voxel vertex group or barycenter group.  

 

Figure 4. A conceptual diagram of a rectangular parallelepiped 
representation of an object. 

Thus, in Step 1, a digital data representation of the 

object to be simulated in terms of a mechanical interaction 
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is obtained. Note that the step for conversion into digital 

data, shown in Fig. 4, is not essential, and digital data 

representing the simulation subject may be obtained using 

another method. 

B. Step 2 

Here, we check the interaction between the digital 

information (digital data) acquired in Step 1 (Fig. 5). For 

example, the points of the dental bur in Fig. 2 are applied 

to the cube group (octree) of the row of teeth shown in Fig. 

3, and the interface between the points and cubes is 

checked either sequentially or in parallel. However, it is 

advantageous for the coordinate systems of both objects 

subject to an interface check to be matched in advance. For 

example, where there are two rectangular parallelepiped 

groups being operated on by the GPU, after matching their 

coordinate systems in advance, their interface is checked 

according to a shared coordinate system (see Fig. 4).  

 

Figure 5. A conceptual diagram for checking the interface between a 
bur and a tooth. 

Note that the checking of an interaction is not limited to 

the above method. Thus, when an interaction is detected in 

Step 3, the degree to which the cutting tool sinks into the 

workpiece (the relative relational position of the two 

objects) is determined based on the cutting difficulty of the 

workpiece (hardness, etc.) and the cutting ability of the 

cutting tool.  

C. Step 3 

Here, the embedding position is determined using the 

positioning information of the object to be cut (workpiece) 

along with its hardness (for example, the tooth voxels hold 

different hardness data for each material quality, such as 

the enamel, dentin, pulp, and caries) and the location 

information of the cutting object (which should include the 

speed, acceleration, and position) and the cutting ability 

(the cutting area is defined separately from the shape of the 

object, provisioned for materials with easy-to-cut sections 

and parts that are harder to cut, as well as various objects 

that range from easy to difficult to cut) (see Fig. 5). At this 

time, taking the state of interaction between the two 

objects as an index, their movements are searched using a 

binary search, Newtonian method, or other similar 

approach, and thus the embedded position (that is, the 

amount of embedding) is determined at a high speed 

through trial and error. Here, this index should be an 

absolute value (magnitude) of a force acting on the two 

objects, calculated based on the Kelvin-Voigt model. In 

addition, the index may be an absolute value (magnitude) 

of a force calculated based on a viscoelastic model other 

than the Kelvin-Voigt model. Furthermore, the index may 

be a quantity derived from a mechanical model other than 

a viscoelastic model. Alternatively, the index may be an 

embedded state represented by a function, or if an 

embedded state cannot be expressed using a function, it 

may be presented using a lookup table.  

In this way, the relative positional relationship between 

the workplace and the cutting tool is determined at this 

point. In Step 4, the force acting on the cutting tool (the 

reaction force that the cutting tool receives from the 

workpiece) is then calculated for the positional 

relationship determined in Step 3.  

D. Step 4 

First, the absolute value (magnitude) of the force 

(reaction force from the workpiece received by the cutting 

tool) is determined from the embedding depth determined 

in Step 3. In this case, a method employing the Kelvin-

Voigt model is commonly used. That is, a spring constant 

is multiplied by the amount of embedding, and the relative 

speed immediately before an interaction is multiplied by a 

damper constant; these products are then added together. 

However, this is not limited to the use of the Kelvin-Voigt 

model as long as the state of embedding between the two 

colliding objects, along with the speed and acceleration 

immediately before the collision, is used.  

When applying the Kelvin-Voigt model, the absolute 

value (magnitude) of the force acting on the cutting tool is 

determined as follows: First, the coefficient of drag (spring 

constant k) applied to deform the workpiece (tooth), and 

the coefficient of drag (viscosity constant c) corresponding 

to the speed of the deformation, are obtained. Here, spring 

constant k is determined using the following: 

k=(Ne × ke + Ni × ki + Np × kp)/(Ne + Ni + Np)   (1) 

where Ne is the number of enamel voxels that interface 

with the cutting tool, ke is the spring constant of the 

enamel voxels, Ni is the number of dentin voxels that 

interface with the cutting tool, ki is the spring constant of 

the dentin voxels, Np is the number of pulp voxels that 

interface with the cutting tool, and kp is the spring constant 

of the pulp voxels. The viscosity constant c is obtained 

using the following: 

c=(Ne × ce + Ni × ci + Np × cp)/(Ne + Ni + Np)    (2) 

here, ce is the viscosity constant of the enamel voxels, ci 

is the viscosity constant of the dentin voxels, and cp is the 

viscosity constant of the dental pulp voxels. Next, based 

on the amount of embedding, d, of the cutting tool (drill) 

found during Step 3, and the relative speed of the cutting 

tool, v, with respect to the workpiece, which is determined 

separately, the magnitude of the reaction force FR is 

determined using the following:    

FR = k × d + c × v                       (3) 
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In this way, the magnitude of the reaction force received 

by the cutting tool can be determined in Step 4. The 

direction of this reaction force is then calculated in Step 5.  

E. Step 5 

Here, the direction of the reaction force is determined. 

Specifically, the digital normal is calculated based on the 

relative positional relationship between the cutting tool 

and the workpiece.  

First, collision detection area D and cuttable area C, 

described later, are set. Next, a region (a “collision area” 

or an “interface area”) in which collision detection area D 

is embedded into another object (workpiece) is calculated. 

Then, where the workpiece is represented by a rectangular 

parallelepiped group, as shown in Fig. 4, the embedding 

area (collision area) is discretized (divided) into minute 

elements (if there are digital data that from the outset 

separate the collision area of the workpiece into a set of 

microelements, this may also be used), and the group of 

minute elements that constitute the collision area is 

expressed as a set of minute regions (regions expressed as 

digital data, cubes (voxels), spheres, or points).  

Note that collision detection area D is a three-

dimensional area that can be set to any arbitrary shape. As 

an example, collision detection area D is a three-

dimensional area that has the same shape as the object 

being manipulated (cutting tool). Collision detection area 

D may also differ from the shape of the tool being 

manipulated (cutting tool). For example, in Fig. 6(a), the 

entire object (cutting tool) is shown as collision detection 

area D, whereas in Fig. 6(b)-(d), the areas of collision 

detection area D are shown with shapes differing from 

those of the object (cutting tool) (rectangular 

parallelepiped, cutting surface only, and an ellipsoid). The 

presence or absence of an interaction with the workpiece 

is detected in collision detection area D. Cuttable area C 

can also be set to any shape, and may be set to the same 

shape as that of collision detection area D. Cuttable area C 

may alternatively take a shape different to that of collision 

detection area D. For example, in Fig. 7(a) and (b), the 

collision area (collision voxel set B) is divided into three 

collision voxels. In Fig. 7(c)-(e) a rectangular 

parallelepiped cutting area C, spherical cutting area C, and 

ellipsoidal cutting area C are set, respectively. Moreover, 

representative point Gr is set in cuttable area C. 

Representative point Gr of cuttable area C should be 

matched with a characteristic point based on the geometric 

shape of area C, such as the center of gravity or the center 

of the area (Fig. 8(a)-(c)). However, there is no particular 

restriction on the relationship between representative point 

Gr for area C and area C itself; characteristic point Gr may 

be set based on any arbitrary relationship to area C (Fig. 8 

(a)-(f)). 

Next, a base vector (a vector that is fundamental to the 

calculation of the digital normal vector) is calculated for 

each minute area (for each minute element obtained by 

dividing the collision area). With reference to Fig. 9, we 

will now describe the method used for calculating the base 

vectors.  

 

Figure 6. A diagram describing the free setting of collision detection 
area D. 

 

Figure 7. A diagram describing the free setting of cuttable area C. 

 

Figure 8. A diagram describing the free setting of representative point 
Gr. 

Fig. 9 is a conceptual diagram that shows the process for 

deriving the base vector for the embedding amount 

calculated in Step 3. The derivation of the base vectors in 

tooth 12 with a uniform hardness are shown in Fig. 9(a)-

(d), and the derivation of base vectors in which the 

hardness (cutting difficulty) is non-uniform owing to 

factors originating in the structure of the tooth are 

described in Fig. 9(e)-(h). As described above, when a hard 

section and a soft section are combined in a part of a 

workpiece, it can create a variation in the base vector, for 

example, by changing the position of the center of gravity 

Gc. Needless to say, the changes in the force direction 

owing to the combination of hard and soft parts in the 

workpiece are not limited to this.  

Regarding the range of embedding amount determined 

in Step 3, tooth 12 (workpiece) is represented by a 

rectangular parallelepiped group, as shown in Fig. 4, and 
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divided into minute elements (Fig. 9(a)), which include 

voxels, as an example. The minute elements may be 

elements such as points or spheres.  

 

Figure 9. A diagram showing an example calculation involving the 

cutting of multiple materials with a different cutting difficulty 
(hardness, etc.). 

Next, the collision area (where drill 10 and tooth 12 

interface) of the tooth voxel (the collision voxel) is 

specified. In Fig. 9(b), the set of tooth voxels in the 

collision area is referred to as collision voxel set B. 

Then, in collision voxel set B, the respective base 

vectors are obtained for each collision voxel. For example, 

for the second collision voxel from the left in the second 

row from the top of set B in Fig. 9(b), cuttable area C is set 

around the corresponding collision voxel, and the center of 

gravity Gc of the tooth voxel, including cuttable area C, is 

found. Note that voxels only partially within area C may 

be included. Then, from the center of gravity Gc of the 

tooth voxel, which includes cuttable area C set as the 

center of the collision voxel of interest, the vector heading 

toward the representative point of the corresponding area 

C, Gr (vector GcGr), is set as the base vector of the 

collision voxel of interest (Fig. 9(c) and (g)). Base vectors 

are obtained for the other collision voxels in the same 

manner. Example base vectors found for the third collision 

voxel from the left in the fifth row from the top of set B 

are shown in Fig. 9(d) and (h). 

Assuming that the collision voxels that constitute 

collision voxel set B are bj (j = 1, 2, ..., n), the base vector 

fj (j = 1, 2, ..., n) is written as follows: 

𝑓𝑗
→
= 𝐺𝑐𝑗𝐺𝑟𝑗
→     

                               (4) 

here, Grj is the position of the representative point of 

cuttable area C set around collision voxel bj, whereas Gcj 

is the center of gravity of the tooth voxel, including 

cuttable area C set centering around collision voxel bj. 

Here, it should be noted that representative point Grj for 

cuttable area C satisfies a fixed positional relationship 

between every j and collision voxel bj. This is because 

representative point Gr for area C is set at a fixed (arbitrary) 

position with respect to area C, and area C is set at a fixed 

position (an arbitrary position, matching the center of area 

C, for example) for each collision voxel bj. Moreover, Grj 

is the position of representative point Gr in collision 

detection area C set centering on collision voxel bj. The 

position of representative point Gr in area C, Grj, set to 

satisfy a fixed (arbitrary) positional relationship with 

corresponding voxel bj within the range of collision voxel 

bj, may be used in the calculation of base vector fj. 

By taking the average of the base vector fj (j = 1, 2,...n) 

obtained in this manner, a normal vector (a vector 

matching the direction of the reaction force) is calculated. 

Specifically, normal vector F is given by the following: 

𝐹
→
=
1

𝑛
∑ 𝑓𝑗

→𝑛
𝑗=1                                (5) 

The cutting difficulty (hardness) of each collision voxel 

caused by internal tooth tissues can be considered in the 

derivation of the base vector. In this case, the tooth voxel 

may hold a coefficient relating to such difficulty 

(hardness). For example, each voxel contains a real 

coefficient (h > 0) that increases along with the hardness. 

Moreover, in calculating the center of gravity Gc, the 

difference in the density of the tooth voxels can be 

considered (Fig. 9). In this case, the tooth voxel may 

contain density data. For example, if we refer to Fig. 9(e)-

(h), the collision area extends from the tooth voxel 

corresponding to the tooth enamel to the tooth voxel 

corresponding to the dentin. The collision voxel set is 

therefore composed of enamel and dentin tooth voxels. At 

this time, base vector f becomes the following: 

𝑓𝑗
→
= ℎ𝑗 ⋅ 𝐺𝑐𝑗𝐺𝑟𝑗

→     
                            (5') 

here, as described above, the center of gravity Gcj can be 

derived under consideration of the density of a tooth voxel 

as well as its volume.  

Moreover, in deriving the base vector, it is also possible 

to provide a distribution to the cutting ability of drill 10 

(cutting tool). For example, a specified section of drill 10 

(e.g., the outer edge of the tip) may be provided a 

comparatively high cutting ability, whereas another 

section of drill 10 (e.g., the core of the tip) may be given a 

comparatively low cutting ability. The effect of this can be 

reflected in the magnitude of the base vector in the same 

form as correction coefficient h above, which concerns the 

hardness of the tooth. In this case, whether the collision 

voxels collide with any part of drill 10 is determined, and 

according to the result, the right side of Equation (5') is 

further multiplied by a correction coefficient regarding the 

cutting ability of the drill.  

Vector FR, which expresses the reaction force, is then 

derived based on the magnitude of reaction force FR 

obtained in Step 4, as well as the normal vector F found in 

this step. For example, FR is described as follows: 

𝐹𝑅
→  

=
|𝐹𝑅|

|𝐹
→
|
× 𝐹
→

                           (6) 

Note that the absolute value of vector F on the right side 

of Equation (6) may be omitted. Even in this case, the 

magnitude of reaction force vector FR can change in 

proportion to the magnitude of the reaction force. 

Moreover, the magnitude of FR can be adjusted by 

changing the setting regarding the relation between 

representative point Gr in cuttable area C and area C itself. 
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III. DISCUSSION 

With the present method, the direction normal to the 

object in the collision area is derived from the point of 

interest (collision voxel bj) in the collision area and the 

center of gravity (Gcj) of the object mass with a non-

uniform density within the vicinity (area C), and by taking 

the average of the base vector, the direction normal to the 

object expressed using digital data with no information 

regarding the surface is determined. Moreover, by 

changing the shape of collision detection area D, the shape 

of cuttable area C, and the position of representative point 

Grj of area C, a constant bias can be applied to the force 

vector obtained. By adjusting the amount of this bias, it is 

possible to apply a constant bias to a haptic input/output 

device, as described later, and it thus becomes possible to 

appropriately adjust the tactile sensation perceived by the 

user from this haptic input/output device.  

IV. CONCLUSION 

As described previous, this algorithm can rapidly 

calculate the force (vector quantity) acting on an object 

through the dynamic interaction between objects 

represented by digital data. Note that when the force 

generated around the embedding area of the two colliding 

objects is controlled by the Newtonian equation of motion, 

it is also possible to determine the physical quantities 

relating to the parallel movement of the two objects. In 

addition, if the force generated is processed using the 

“moment of force” concept, or if a relation similar to the 

Newtonian equation of motion is used between the inertial 

moment of object and the angular acceleration α, it is also 

possible to determine the physical quantity relating to the 

rotational movement of the two objects.   

In our method, collision detection area D, cuttable area 

C, and representative point Gr may be set freely when 

applying the present method. As a result, with the present 

method, normal vectors can be calculated rapidly even for 

rigid bodies or soft tissue composed of multiple materials.  

Moreover, because this method uses the digital data of 

an object, the number of calculations can be reduced. By 

outputting the reaction force obtained from such 

calculations through an interface device capable of 

transmitting a tactile sensation (force sensation), the user 

can be informed of the hardness and deformation of the 

object. In the above, we present an example of a drill 

(cutting tool) and a tooth (object to be cut) as example 

objects represented using digital data. Objects are not 

limited to these, however, and cutting tools include 

scalpels, drills, scalers, and injection needles, whereas 

cuttable objects include bone, cartilage, internal organs, 

muscle, fat, skin, blood vessels, and nerves.  

Furthermore, the use of the embedding position (amount 

of embedding) obtained in Step 3 of this algorithm makes 

it easy to express the interaction between the drill and tooth, 

visually. In addition, using information regarding the 

embedding position (amount of embedding), even where 

the tooth deforms from the drilling applied, because GPUs 

are originally processors specialized in displaying objects 

expressed using data (triangular polyhedron) in an STL 

format, when the deformation of the rectangular 

parallelepiped group and the deformation of the STL-

format data are linked, it also becomes simple to display 

the deformed tooth visually. In other words, the present 

method is not only useful for providing tactile information 

at high speed and with high quality in simulations such as 

a cutting action in a virtual reality space, it can also be 

helpful in generating visual information in the 

corresponding simulation. 
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