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Abstract—In this paper, performance analysis of fuzzy-

Weighted Multiple Instance Learning (WMIL) with the fuzzy 

logic tracker on thermal video-based visual tracking is 

presented.  Thermal cameras have been used recently in some 

pedestrian areas, cars, and surveillance areas that need to be 

monitored all day. A thermal camera with advantages over 

the other visual-based sensors in low-light conditions is 

utilized in this research. The paper presents an analysis of 

visual tracking with an experimental method in the low-light 

outdoor environment. The thermal camera is used to record 

object movement used as video sequences to analyze the 

performance of our proposed system that integrate Type-2 

Fuzzy Logic System (T2FLS) and WMIL tracker. The 

WMIL-T2FLS tracker performance is shown in the failure 

rate and center location error. The results show that the 

object in the thermal video sequences can be tracked using 

WMIL-T2FLS tracker in the low-light outdoor environment 

with a low level of failure rate and center location error. Then, 

the WMIL-T2FLS tracker can track the object when it 

occluded with the other similar object quite accurately. This 

result was compared with the original WMIL and some state-

of-the art of tracking algorithm: DSST, ECO, KCF, SRDCF, 

and BACF. The research results showed that the WMIL-

T2FLS system significantly improved compared with the 

WMIL method only, with a success rate improvement of at 

least 35 % and precision of at least 0.2 in 15 m dan 10 m. 

WMIL-T2FLS tracker also outperform some state-of-the art 

method and showed good performance in visual tracking at 

low-light environments. 

 

Index Terms—thermal camera, type-2 fuzzy logic system, 

visual tracking, weighted multiple instance learning, low-

light outdoor environment 

 

I. INTRODUCTION 

Nowadays, thermal imaging technology has stimulated 

much research related to the visual-based, especially in the 

low light environment such at night time [1], [2] and severe 

weather conditions [3]. Object detection and object 

tracking are computer vision task-based developed by 

researchers using a thermal camera in many applications 

such as surveillance systems [4], ADAS (Advanced Driver 

Assistance System), and firefighter rescue [5]. Pedestrian 

tracking is one of the research areas that many researchers 

have used thermal cameras. Although many development 

methods have achieved significant results in thermal 

camera based-pedestrian tracking, there are still many 

challenges in tracking, e.g., low resolution, occlusion, and 

thermal crossover [6]. 

In general, the pedestrian tracking method is 

categorized into two kinds of approach, i.e., generative 

approach and discriminative approach. The generative 

approach-based tracking method is modeling the 

pedestrian object at the first frame and looking for the most 

similar in the second frame. The discriminative approach 

looks at the tracking as a binary classification, which 

separates the object from the background in the image. 

Most of tracking method that has been developed recently 

are using discriminative approach, such as multiple 

instance learning [7], [8], correlation filter [9], [10], and 

deep learning [11], [12]. However, most of tracking 

method still not have failure detection feature, which is 

possibly occurred at tracking process due to occlusion or 

low resolution. In this paper, the author will use WMIL as 

a tracking method that will be integrated with failure 

detection feature based on the fuzzy logic system. 

WMIL is one of the methods that use a discriminative 

approach [8] and less computational cost. WMIL is an 

improvement of MIL method that selects a positive sample 

with has important information only into the learning 

process [8]. The idea of MIL method is to use bags to 

collect samples near the object for classifying and updating 

the boosting classifier using the likelihood function. 

WMIL adds the weighted instance probability in the bag 

probability function. The positive sample near the object 

location will have a larger weight than the positive sample 

far from the object. WMIL also optimized the bag 

likelihood function in MIL so that the weak classifier 

selection is more efficient than directly maximize the log-

likelihood function used in MIL. 

However, WMIL still cannot detect the failure in the 

object tracking process [13], which can be occurred due to 

low resolution and occlusion. In addition, the characteristic 

of the thermal image, which has less interval color than 

RGB image, is another challenge for the tracking process. 

Following [14], [15], our purpose is to add a failure 

detection function in WMIL based on color distribution 

and Euclidean distance between the center coordinate of 

the object in the first frame and next frame using a fuzzy 
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logic system for thermal video-based tracking. The 

thermal camera used in this research is FLIR ONE Gen 3 

with 80×60 thermal resolution and 8-14μm spectral range 

that gives 640×480 thermal image resolution. Fuzzy logic 

systems have been used in many applications due to its 

capability to handle uncertainties. 

Our proposed key ideas are measuring the 

Bhattacharyya coefficient [14] and Euclidean distance 

between predicted object location in current frame and 

previous frame generated from WMIL. These two 

measurement parameters will be used as an input for the 

fuzzy logic system to determine whether the predicted 

object location in the current frame is successful or failed. 

First, WMIL will generate five candidates of predicted 

object location with the highest probability. A fuzzy logic 

system will detect the highest probability of predicted 

object location. If the fuzzy logic system detects it as failed, 

the system will continue to check another candidate of 

predicted object location until it detects a successful 

candidate. If the system still cannot find the successful 

candidate, the first candidate with the highest probability 

will be used for the current frame. The result will be 

compared with the result of WMIL using the correction 

method based on the fuzzy logic system, i.e., Type-2 Fuzzy 

Logic System (T2FLS). 

II. METHODS 

Fig. 1 shows the implementation system stages. It shows 

that the proposed system is divided into two systems, i.e., 

detection system using Weighted Multiple Instance 

Learning (WMIL) method and correction system using 

Type-2 Fuzzy Logic System (T2FLS).  

In Fig. 1, the thermal video obtained using the FLIR 

camera is used as input from the system. The process is 

continued by taking samples from each part of the video. 

And then, the samples will be processed using a classifier. 

The classifier used in this study is (WMIL), wherewith this 

method, it is possible to estimate the location of the desired 

object. In addition, in this study, a method for detecting 

failures based on a Type-2 Fuzzy Logic System is also 

applied. When a failure in location detection occurs, a 

correction process will be carried out, and then the model 

owned by the system will be updated based on the 

correction results. The correction process will continue to 

be carried out until no failure is detected from the system 

owned. This process will be carried out continuously until 

the last frame is processed so that a performance graph is 

produced from the visual tracking system using the built 

thermal video. 

Fig. 2 shows the WMIL block diagram, which shows 

the process algorithm from WMIL. The first frame taken 

from the thermal video is used to obtain instance positive 

samples inside radius α from center object location, and 

instance negative samples between radius β and radius ζ, 

where α <β<ζ. Instance positive samples are put inside 

positive bag X+ and instance negative samples is placed 

inside negative bag X-. 

 

Figure 1. Flowchart of thermal video based visual tracking. 

 

Figure 2. WMIL algorithm block. 

There is possibility that some instance positive sample 

inside positive bag X+ is negative samples, and all the 

instance negative samples inside negative bag X- should be 

negative samples. Then, the positive bag probability to be 

positive is defined as in: 

  (1) 

where N is quantity of instance positive samples inside 

positive bag X+, 𝑦 ∈ {0,1} is a binary label of sample x 

where 1 is labeled for positive sample and 0 is labeled for 

negative sample, 𝑝(𝑦1 = 1|𝑥1𝑗)  is the posterior 

probability, as described in MIL tracker [16], for j-th 
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positive sample 𝑥1𝑗  (see Fig. 3), and 𝑤𝑗0  is weight 

described as in: 

 𝑤𝑗0 = 𝑒−|𝑙(𝑥1𝑗)−𝑙(𝑥10)| (2) 

It can be seen that the value of 𝑤𝑗0 are the exponential 

function of distance between center coordinat of j-th 

sample and center coordinat of tracking result (see Fig. 3). 

 

Figure 3. Illustration of the WMIL tracker. The tracking result is the 

location of yellow rectangle. Yellow and red rectangles are the positive 
samples. The solid circles are the central location of each sample.  

Fig. 3 shows that all the instance negative samples 

inside the negative bag X- is very far from the tracking 

result, so it can be assumed that all of the instance negative 

samples have same contribution to the negative bag X-. All 

of these instance samples will be used to update classifier 

for sample x, as in 

 𝐻𝐾(𝑥) = ∑ ℎ𝑘(𝑥)
𝐾
𝑘=1  (3) 

where K is quantity of classifier 𝐻𝐾(𝑥), and ℎ𝑘(𝑥) is a 

weak classifier of sample x weight that used in MIL 

Tracker [7]. Sample x is represented by a feature vector 

function f(x) that is generated using Haar-like features [17]. 

classifier selection is made by using Online weighted MIL 

Boost [8] to select classifiers with highest value of Online 

weighted MIL Boost, which will be implemented in the 

next frame to predict object location. The instance positive 

sample with the highest probability will be determined as 

the predicted object location in the current frame. Then, it 

will be used to update the classifier for the next frame. This 

process is repeated for the next frame until the last frame.  

 
Figure 4. T2FLS algorithm block. 

In our system, before the predicted object location of the 

current frame is to update the classifier for the next frame, 

it will go into the T2FLS block to check whether the 

predicted object location is a success or failure. Fig. 4 

shows the T2FLS algorithm block system. 

First, we compute the Bhattacharyya coefficient and 

Euclidean distance between the predicted object location 

in the current and previous frames. 

The formula to calculate the Bhattacharyya coefficient 

is as in [14]: 

  (4) 

where p(u) and q(u) is a discrete density of color histogram 

image p and image q respectively, p = {p(u)}, u=1…m and 

q = {q(u)}, u=1…m. m is number of colour bin, which is 8 

for RGB colour. if the two images is identical, the value of 

ρ is 1 which indicates perfectly identic. Euclidean distance 

is computed as in 

  (5) 

where (xt, yt) is the center coordinate predicted object 

located at the current frame and (xg, yg) is the center 

coordinate of the predicted object located at the previous 

frame. These parameters are then fuzzified into 

membership function in the Fuzzifier block. The 

membership function is designed related to rules. Table I 

shows the parameter used in our T2FLS. 

TABLE I.  PARAMETER OF FUZZY LOGIC 

Parameter Members 

Bhattacharyya 

coefficient 

Similar 

Not Similar 

Euclidean 

distance 

Near 

Far 

 

The range of the Bhattacharyya coefficient is 0 to 1, and 

the range of Euclidean distance is 0 to 100. Four rules that 

used in our T2FLS are: 

1) If the Euclidean distance is near and the 

Bhattacharyya coefficient is similar, the output is a 

success. 

2) If the Euclidean distance is near and the 

Bhattacharyya coefficient is not similar, the output 

is failed. 

3) If the Euclidean distance is far and the 

Bhattacharyya coefficient is similar, the output is a 

success. 

4) If the Euclidean distance is far and the 

Bhattacharyya coefficient is not similar, the output 

is failed. 

Fig. 5 and Fig. 6 shows the membership function of the 

Bhattacharyya coefficient and Euclidean distance, 

respectively. 
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Figure 5. Membership function of Bhattacharyya coefficient. 

 
Figure 6. Membership function of Euclidean distance. 

III. RESULT AND DISCUSSION 

Our dataset was taken at night in clear weather and light 

rain weather, with 449 images for 10m distance and 445 

for 15m distance from camera to object. The images 

consist of 3 people walking in front of thermal camera, 

which one of them is being tracked, with several 

conditions: 

1) Each people walking together separately in the 

same direction, then one people change the 

direction to the opposite side. 

2) Two people walking side-by-side in the same 

direction while one people waking in the opposite 

direction. 

3) Three people walking side-by-side in the same 

direction. 

Fig. 7 shows the Thermal Success Plot at a distance of 

15m. The figure shows that the success rate will be 

inversely proportional to the increase in the IoU Threshold. 

By using WMIL, changing the IoU Threshold to 0.5, the 

success rate will be around 10%. The improvement can be 

seen in the graph by integrating the Weighted Multiple 

Instance Learning (WMIL) method with the Type-2 Fuzzy 

Logic System (T2FLS). At the same IoU Threshold of 0.3, 

there will be an increase in the success rate of 35% to 45%. 

However, the increase is not so significant on small and 

large IoU Thresholds. The figure shows that the average 

success rate is about 14%. These results show that the 

integration of the WMIL and T2FLS methods significantly 

increases the success rate in visual tracking. 

In addition, Fig. 8 shows that the level of precision will 

increase linearly with the Location Error Threshold. It can 

be seen that when using WMIL on a system with a 

Location Error Threshold of 20, the precision shows a 

value of 0.05. The increase occurs when integrating WMIL 

and T2FLS, where there is an increase in precision of about 

0.6 to 0.65. This result shows that the integration of T2FLS 

with WMIL shows very significant results, especially in 

the Location Error Threshold value range of 10-30, with 

an average increase of about 0.33. 

 
Figure 7. Success rate improvement of WMIL tracker with failure 

detection feature using T2FLS on 15m thermal video-based. 

 

Figure 8. Precision rate improvement of WMIL tracker with failure 
detection feature using T2FLS on 15m thermal video-based. 

When the distance is reduced to 10 m, there is a 

significant decrease in the success rate. It can be seen in 

Fig. 9 that with the IoU Threshold 0.3, the WMIL method 

will produce a success rate of only 20%. By decreasing the 

distance from 15 m to 10 m, there will be a decrease in the 

success rate of about 20% using the WMIL method and 50% 

with the use of the WMIL-T2FSL method. However, in 

contrast to Fig. 7, Fig. 9 shows that low and high IoU have 

Journal of Image and Graphics, Vol. 10, No. 2, June 2022

©2022 Journal of Image and Graphics 91



significant differences in success rates. However, it is still 

seen that the effect of integrating WMIL and T2FSL at a 

distance of 10 meters shows an increase in the success rate 

in performing visual tracking using thermal video with an 

average increase of about 10%. 

 
Figure 9. Success rate improvement of WMIL tracker with failure 

detection feature using T2FLS on 10m thermal video-based. 

 
Figure 10. Precision rate improvement of WMIL tracker with failure 

detection feature using T2FLS on 10m thermal video-based. 

The same thing happens in the graph that shows the 

level of precision of the system. It can be seen in Fig. 10 

that with a location error threshold of 20, the precision with 

the WMIL method shows a value of around 0.01. It is 

decreased by about 0.04 compared to the 15 m distance. 

However, there is still an increase with an average of 0.21 

by integrating WMIL with T2FSL. Then, our proposed 

method is compared with several state-of-the-art tracking 

method: SRDCF [18], ECO [11], BACF [10], KCF [9], 

DSST [19], DCF [20], MOSSE [21]. 

Fig. 11 and Fig. 12 shows that our proposed method 

outperform DSST, KCF, DCF, MOSSE, BACF, ECO-HC 

at a distance 15m for IoU threshold < 0.55 with 45% 

success rate and at a location error threshold > 20 pixel 

with 0.65 precision. Although WMIL+T2FLS 

performance is still below ECO, SRDCF, and BACF, our 

proposed method still faster with 79.3 fps compared with 

ECO, SRDCF, and BACF with 1 fps, 4.57 fps, and 28 fps, 

respectively. 

 
Figure 11. Comparation of success rate performance of WMIL+T2FLS 

with several state-of-the-art tracking method on 15m thermal video-

based visual tracking. 

 
Figure 12. Comparation of precision rate performance of 

WMIL+T2FLS with several state-of-the-art tracking method on 15m 

thermal video-based visual tracking. 

 
Figure 13. Comparation of success rate performance of WMIL+T2FLS 

with several state-of-the-art tracking method on 10m thermal video-

based visual tracking. 
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Figure 14. Comparation of precision rate performance of 

WMIL+T2FLS with several state-of-the-art tracking method on 10m 

thermal video-based visual tracking. 

However, when the distance is reduced to 10 m, there is 

a significant decrease of performance for most tracking 

method used in this research. Fig. 13 shows that the 

success rate of WMIL+T2FLS is 58% for IoU threshold < 

0.3, while it outperform ECO, MOSSE, KCF, DSST. Fig. 

14 also indices a significance decrease of performance. 

When location error threshold > 20 pixel, our proposed 

method have 0.24 precision, slightly outperform DSST, 

KCF, and MOSSE. 

It is shows that the performance of mostly tracking 

method in thermal image is decrease when the object size 

is large and occlusion happened. 

IV. CONCLUSION 

The paper presents an analysis of visual tracking with 

an experimental method in a low-light outdoor 

environment. The thermal camera is used to record object 

movement that will be used as video sequences to analyze 

performances of Weighted Multiple Instance Learning 

(WMIL) tracker with failure detection features using 

Type-2 Fuzzy Logic System (T2FLS). This result was 

compared with the original WMIL and several state-of-

the-art tracking method. In this study, the performance of 

a system that uses WMIL+T2FLS in tracking thermal 

video has been obtained. From the results of the study, it 

was found that the system using WMIL-T2FLS showed a 

significant improvement compared to using only the 

WMIL method. At a distance of 15 m and 10 m, the 

success rate increased about 15% by integrating WMIL 

and T2FLS. The changing of the distance from 15 m to 10 

m causes the success rate decrease around 10%, and the 

precision rate was around 0.04. Our proposed method 

outperform DSST, KCF, DCF, MOSSE, BACF, ECO-HC 

tracker. Although WMIL+T2FLS performance is not 

better than SRDCF, ECO, and BACF, it still faster with 

74-79 fps. For further work, failure detection features with 

T2FLS could be optimized and implemented in other 

tracking methods to improve their performance on tracking 

task. 
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