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Abstract—Age estimation is a complex task in forensic 

dentistry especially if the bodies have started to decompose. 

However, when the task involves Manually examining, the 

accuracy can decrease due varying experience of the experts, 

the results of different experts may also vary. To improve 

speed and accuracy of the age estimation process using 

forensic dentistry, researchers have proposed Convolutional 

Neural Network for Dental Age and Sex Network estimation 

(DASNET). However, pooling and scalar outputs of CNNs 

could not allow to get the equivariance due to the dental 

extraction complexity from panoramic images including jaws, 

teeth, lesions and carries. So, a deep auto-encoder decoder 

architecture has been developed by the authors, which 

estimates the age based on semantic and structural feature 

representation. The age ranges are chosen based on the 

structural variation of the jaw in these particular age ranges 

as compared to each other. The authors have proposed a 

Convolution Long Short Term Memory (ConvLSTM) to 

capture the correlation of features and generates high level 

representation of features. For the representation of the 

generated features, authors have utilized “Atrous pyramid 

convolution” to produce a multiscale representation. The 

authors have proposed a combination of multi-scale and 

multi-level architecture for age estimation. First comes the 

first sub-part of the model that is the multi-level architecture, 

it is used for the extraction of hidden features. After that, the 

output is fed to second subpart which is the multi-scale 

architecture that enriches the model representation 

capability in encoding structural and shape characteristics. 

The propose techniques successfully reduces mean error to 

0.75 years, as opposed to 0.93 years of the DASNET. 

Index Terms—age estimation, forensic dentistry, DASNET, 

CNNs, ConvLSTM, Atrous pyramid convolution 

I. INTRODUCTION

Age estimation of human beings in legal medicine and 

forensic anthropology is a very active research topic [1]. 

While clinical interest is biggest in youngsters near 

pubescence, e.g. to survey endocrinological infections [2] 

or to design muscular mediations [3], [4], interest from 

legal medicine is an expansive age range around the 

majority age, i.e., somewhere in the range of 13 and 25 

years. As of late, majority age classification of youngsters 

and youths without legitimate recognizable proof reports 

relocating to the European Union has seen a ton of 

consideration, since it is a lawfully significant inquiry to 

recognize adult asylum seekers from teenagers. To gauge 

obscure Chronological Age (CA) in youngsters and 

teenagers can be researched by non-obtrusive, imaging 

based radiological strategies, transcendently in skeletal [5], 

[6] and dental structures [7]. This permits specialists in

forensic radiology and dentistry to analyze biological

improvement identified with hardening of bones [8] and

mineralization of wisdom teeth [9]. Notwithstanding,

chronological age estimation is inclined to vulnerabilities

[10]. Initially, assessing CA based on the evaluation of

biological improvement is naturally restricted because of

biological differences among subjects of a similar

chronological age [11]. This difference characterizes the

least blunder that any technique for forensic age

assessment can make. Furthermore, because of visual

assessment, accepted radiological techniques for

evaluating biological development include intra-and inter-

rater fluctuations [12], which can be disposed of by using

programming based automatic age assessment.

This has been verified with several test results, 

discussed in the result section. Our method focuses on the 

limitations of the most recent DANet model with the aim 

to improve it, and thus provides the following 

contributions: 

1. The authors have applied a bi-directional ConvLSTM

(Convolutional Long Short-Term Memory) inside the 

network to increase the feature re-usability and to include 

the multi-level representations. 

2. The authors have applied the Atrous convolution on

the encoded features space to include local and global 

information in the final representation. Thus, it helps to 

incorporate multi-scale-representations. 

This paper is divided into six sections. Existing research 

work related to this paper is summarized in Section II. The 

proposed techniques on Multi-level Feature Combination 

and Multi-scale Representation are explained in Section III. 

The experiment conducted is described in Section IV, 

while Section V explains the performance parameters that 

will be used for performance evaluation. Section VI 

presents the experimental results and provides a discussion 

of the results. Finally, Section VI concludes the paper. Manuscript received March 18, 2022; revised July 12, 2022. 
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II. RELATED WORK 

Tekin et al. [13], Alijani et al. [14], and Gharabagi et al. 

[15] have studied age estimation with 'Hand-wrist,' a 

manual tool for estimating age. The surfaces of the 

cranium, pubic bones, and rib ends hold clues. At the 

microscopic level, investigators can see the bone 

“remodeling” that takes place throughout life, as well as 

age-related bone breakdown. Spampinato et al. [16] and 

Liang et al. [17] have proposed two automated age 

prediction methods. Based on the bones of the oral cavity, 

The crown of a tooth forms first, followed by the root. The 

age is estimated by comparing the stage of tooth formation 

in the X-rays and bone with known dental growth 

standards. Alkaabi [18] presented a methodology for 

chronological age estimation, which applies a machine 

learning technique to estimate age based on tooth 

development. The evaluations use CNN for end to end to 

address drawback of automated age estimation in forensic 

dentistry without any transformations. The custom dataset 

of more than 2000 X-ray images divided to 7 different 

classes is used for training the CNN architectures. The 

concept of transfer learning is also used for training the 

popular CNN architectures like AlexNet, VGGNet and 

ResNet for age estimation. The performance of age 

estimation is evaluated by analyzing its recall, precision, 

F1-score accuracies and average accuracies. Haavikko [19] 

contributed to dental age estimation by revisiting Gleiser 

and Hunt [20] to find a link between the alveolar and 

clinical tooth eruption. Demirjian et al. [21] proposed a 

novel method to identify a set of dental development stages, 

which can be further used to estimate chronological age. 

Cameriere et al. [22] proposed a modern technique 

considering the relationship between multi-rooted teeth 

and regression. Not limited to these approaches, recently 

Vila-Blanco et. al. [23] proposed a deep neural network for 

chronological age estimation. The proposed method 

utilizes the deep structure with regression objective to 

estimate the age from OPT images (Fig. 1).  

 

Figure 1. Example of an OPG image from a 14-year-old boy. 

Considering the auto tagging of music is done in almost 

a similar fashion to image classification, [24] implemented 

CNN for feature aggregation using a multi-level fashion 

since the tagging is highly complex. Firstly they used 

CNNs of different input sizes to capture the features of the 

audios in a method called feature learning. They later on, 

in each layer of the CNN, extract the audio features and 

sum them up when given a long audio clip. In a Fully 

Connected Network (FCN) they finally make their 

predictions of the tags. Their method of multi-scaling 

features proved successful on datasets with lots of audios. 

Vila-Blanco [25], our benchmark model, implemented a 

CNN architecture DANET (Dental Age Network) to try 

and estimate age and sex. The architecture included 

utilizing a stack of 2D convolution layers, RELU 

(Rectified Linear Activation Function) as the activation 

function and implemented Batch Normalization to scale 

and adjust the activations.  Convolution is a mathematical 

operation that was adopted in image processing and has 

proven great success. Each image is represented by a set of 

pixels. The process of convolution refers to aggregation of 

each element (pixel) of an image to its neighbors. The 

concept led to the discovery of Convolution Neural 

Networks (CNN) which have been used widely for image 

classification and image feature extraction. By 

implementing a multi -layer perceptron, the benchmark 

model contained 3,456,065 parameters. AS an extension to 

DANET, the researchers developed DASNet (Dental Age 

Sex Network) DANET to accommodate sex classification. 

A convolution layer was applied to accommodate the sex 

and age details. 

One of the earliest applications of CNN by LeCun is 

maybe the LeNet-5 network described by [26] for OCR 

activities. Their architecture was simple because of the 

limitation of computing power to train large and deep 

networks. With the modern increase of computing 

resources and computing power with GPUs and Tensor 

Processing Unit (TPU), this has encouraged the 

development of deep CNN architectures. This is evident 

by every year people try to develop deep CNNs for image 

classification. Some of the architectures are RESNET, 

VGG16, ImageNet among others.  

Active Appearance Model (AAM) was one of the first 

models to be used for the age estimation problem. It was 

able to extract the features of the faces together with the 

faces [27]. An Adaptive Boosting algorithm together with 

Local Binary patterns were adopted in [28] that an ordinal 

discriminative feature learning was proposed for age 

estimation. Dong YI [29] developed a CNN architecture 

for the age estimation problem using a multiscale analysis 

strategy.  When comparing it to the bio-inspired features 

(BIF), his method contains a deep structure. 

III.  PROPOSED APPROACH 

In this paper, authors have proposed a deep multi-level 

and multi-scale feature representation approach for 

chronological age estimation. The model is built on the top 

of the recent age estimation model to improve its 

performance. The age ranges are chosen based on the 

structural variation of the jaw in these particular age ranges 

as compared to each other. It is primarily focused on the 

age estimation task as it is highly challenging and 

applicable in numerous applications in the forensic and 

medical domain. To motivate our multi-scale multi-level 

approach, first the DANet structure is presented and then 

its limitation in age estimation is highlighted. Then the 

solution is presented to overcome these limitations and 

improve performance. A layer is a building block in deep 
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learning that receives input and transforms it to an output 

using nonlinear functions. The model implements the 

multi-level and multi-scale architecture. The model uses 

the DANet Dental Age Network). DANet is a neural 

network architecture build by the Tensorflow framework. 

First the image is passed to the conv layer where 

convolutions are applied for feature extraction, At the top 

of conv layer, Rectified Linear Unit (ReLU) is applied. 

After that max pooling is applied on the output. After that 

the dense connection transforms the activation maps into a 

single vector. The model accuracy is calculated using the 

Mean Absolute Error. In-order to learn the hidden features 

the authors have used a combination of Low-level, Mid-

level and High-level representation. The transition layer 

from each of the encoding block passes the output to the 

adaptive max-pooling layer, this layer then passes the 

output to ConvLSTM layer which combines the activation 

maps and generates a single vector. After the multi-level 

layer model, comprises of the multi-scale layer which is 

used for shape and global structural representation, the 

author has used multi-scale pyramid representation where 

different conv sizes with different dilations are used, 

combining all these representations enriches the model 

representation capability in encoding structural and shape 

characteristics. The model has been explained in the flow 

chart (Fig. 2). 

 

Figure 2. Flow-chart of the model. 

The description of the model has been divided into three 

categories baseline model, multi-level feature combination 

and multi-scale representation. The categories are 

explained below. 

A. Baseline Model 

The Network is comprised of two 3×3 convolution layer 

blocks where Rectified Linear Unit activation has been 

applied to them. The convolution blocks used was a 

substitution of a 5×5 convolution layer, since the output is 

the same and its performance is almost similar. The model 

then implements max pooling to encode the input image 

into feature representation space. On the top of these 

representations, two convolutional blocks with GAP 

(Global Average Pooling layer) layers are included to 

further compress the feature representation into a single 

vector. Finally, the encoded feature vector is transformed 

into a single value using a dense connection. The MAE 

(Mean Absolute Error) between real age and estimated age 

is utilized to learn the model parameters.  

To further boost the performance, the authors train the 

parallel version of the model (DASNet) where the main 

model learns to estimate the age and the auxiliary model 

tries to classify the gender information. Both models use 

the shared weights transition layers which are included to 

enhance the feature reusability. Even though the proposed 

model works well on age estimation, its performance on 

some particular age range, for example, the age range 15-

30 requires further improvement. This is mostly due to the 

high structural similarity of the jaw are in these pages. 

Hence, the mechanism to pay more attention to such 

discriminative information is mandatory.  

B. Multi-level Feature Combination 

Applying a series of the convolutional block on the 

input sample can produce a high-level representation of 

features. Usually, deep CNN models use his high-level 

representation to learn the hidden patterns. In this work, 

authors have proposed to use a combination of low-level, 

mid-level, and high-level representation to increase feature 

usability. It is proven that combining multi-level 

representation in a nonlinear fashion can give the model 

more freedom to learn complex patterns. Thus, in this work 

authors have included multi-level representation inside the 

network to increase model capacity in learning-rich 

information. Fig. 3 shows the structure of the multi-level 

combination. However, combination the multi-level 

features in training process takes a lot of time if the 

computer doesn’t have a good GPU. The transition layers 

from each of the encoding blocks pass to the adaptive 

pooling layers, where the adaptive pooling layer applies 

the relative max-pooling kernel to generate a coherent 

spatial dimension. Once these representations are 

generated, a ConvLSTM layer combines all these 

representations to generate the final representation in a 

non-linear fashion.  

 

Figure 3. Multi-level representation using ConvLSTM. 
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A ConvLSTM is based on the Long Short Term 

Memory (LSTM). The authors have applied the following 

equations to our model. 
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In equation (1), the input, forget and output gates on 

time 𝑡 are determined by 𝑖𝑡,𝑓𝑡, 𝑜𝑡 respectively. The hidden 

gate represented by ℎ𝑡−1, contains the output of block on 

time 𝑡 − 1  and 𝐶𝑡  shows the cell state. The learning 

parameters of the LSTM model is determined by weight 

matrix 𝑊 and bias value 𝑏 for each gate. And the 𝜎 stands 

for the sigmoid function and ∘ uses for Hadamard 

operation. Given the fact that in our proposed method the 

generated low, mid and high level representations are 3D 

tensor, it requires modification on the input shape of the 

LSTM model. Thus, authors have used convolutional 

LSTM which is proposed for 3D tensor whose first 

dimension is for channels and the last two dimensions are 

for the spatial dimension. The reformulation is as equation 

(2) where the operation applies on the matrix input 𝑋𝑡. 
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C. Multi-scale Representation 

Even though the CNN structure is capable of learning 

local and texture information, it misses the shape and 

global structural information, which are essential for the 

jaw area description. The shape information can strongly 

describe the tooth structure and geometrical information, 

which are key information for age estimation. In order to 

include the shape information inside the network, the 

authors have used the multi-scale pyramid representation. 

The feature pyramid encodes the feature representation in 

a different scale, where each scale represents different 

locality information. Our motivation is that combining all 

these representations can enrich the model representation 

capability in encoding structural and shape characteristics. 

Fig. 4 shows the multi-scale representation structure used 

in this paper. 

This methodology permits the production of dense 

output feature maps, by maintaining the spatial resolution 

of each map along the network. This approach results to 

better performance in segmentation tasks. The 

implementation of Atrous convolution with distinctive up 

sampling rates usually overcomes the issue of segmenting 

objects at multiple scales. Authors have utilized a 3×3 

kernel to perform the convolution. A 3×3 mask with a 

dilation rate, d=2 would have the same field of view as a 

5×5 mask as shown in Fig. 4. The reason as to why authors 

have picked a 3×3 kernel can be analyzed mathematically 

as follows; Assume you have a square matrix, the kernel, 

of the order n, where each entry is enumerated with an 

increasing value from 0 to n2-1. If square matrix size is k= 

3, equation 3 below generalizes all of the 3×3 matrices that 

can be obtained by using a dilation rate 𝑑 ∈ ℕ. 
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Figure 4. Multi-scale to encode local and global representation. 

In our case where the kernel size is k=3, and our dilation 

rate d=2, the fields of view order can be found by the 

equation: 

( )( )1 1edk k k d= + − −  

Applying the variables to the equation, our kernel was 

able to cover a field of view of 𝑘𝑒=5.  

The dilation rate controls the receptive field size. 

Therefore, a high dilation rate increases the receptive filed 

size without requiring a lager kernel size. This 

characteristic results in generating global representation 

with the same computation complexity. In this paper, 

authors have deployed a pyramid of Atrous convolution 

with four scales. Where the first 3 scales related to local to 

global representation and the last scale describes the global 

information of the sample. The pyramid representations 

are then fed into a point-wise convolution to combine all 

representation in a non-linear fashion and generates the 

final representation. Our proposed model incorporates a 

Global Average Pooling (GAP) layer, which intends to 

precisely locate the segmented object in the final output 

feature map by getting the average of each feature map. 

Lastly, it contains a feature pooling layer. 

D. Model Setup 

The overall structure of the proposed method is shown 

in Fig. 5. The proposed method uses the 4-block encoder 
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for feature encoding. Then it applies multi-level and multi-

scale representation to enrich the feature representation. 

The generated features are then fed to the Global Average 

Pooling (GAP) and dense connection layers to produce the 

estimated age value. Authors have trained the model with 

parameter 𝜃  using batch size 4 and Adam optimization 

with learning rate 10e-4. The model optimizes its 

parameters in each iteration to reduce the MSE loss 

between real age 𝑎 and the estimated age 𝑎′. 

( ) ( )2 2

1

n f

i i iLoss a a ==  −                 (4) 

 

Figure 5. Overall structure of the proposed method for chronological 
age estimation from OPT images. 

With the methods applied, a model is built that has 

10,612,866 parameters. 

IV. EVALUATION 

A. Data 

For the experimental results, a set of 2676 OPG images 

from Crescent dental maxillofacial and orthodontic 

services in Bangladesh are provided. The images were 

labeled with the subject’s date of birth and the date the 

image was acquired, which means that the chronological 

age was calculated in days. To capture these images, the 

Osstem implant CBCT T1 device has been utilized. In our 

experiment, authors have used 70% of the dataset as the 

training set and the rest as test set.  

B. Experimental Metrics 

The performance evaluation is done using the following 

metrics:  

• Age error rate calculated as an absolute error 

between the real age and the estimated age (AE) -

authors measure the magnitude of the measured 

value subtracted from the true value. The formula 

can be represented as: 

A E

p

V V

V


−
=  

where:  

𝑉𝐴  =  actual  value  observed  

𝑉𝐸  =  expected  value  

• Error distribution information mean (𝜇) - authors 

have measured the average error distribution. 

• Standard deviation  (𝜎)  - This is a measure of 

dispersion that measures how data is spread out 

from the mean.  

• 99th percentile ( 𝑝99 ) - This illustrates the 

commonality of a result in a comparison to others. 

( )
99

100 1
R

N
=

+
 

V. RESULTS AND DISCUSSION 

In order to achieve comprehensive experiments, authors 

have considered several experimental settings. In the first 

setting, authors have applied the proposed method and the 

state of the art deep models on the main dataset (𝑆𝑎𝑙𝑙) to 

report the comparative results. Then the dataset is divide 

into three subsets using particular age ranges, 2 < 𝑆1 < 15, 

15 < 𝑆2 < 30 and 30 < 𝑆3. After that, model results are 

evaluated for each range separately to get an overview of 

the metrics per category. Authors have chosen these age 

range based on the structural variation of the jaw in these 

particular age ranges as compared to each other. Table I 

shows the experimental results.  

TABLE I. PERFORMANCE COMPARISON FOR CHRONOLOGICAL AGE 

ESTIMATION 

Model Dataset IMG Med 𝝁 ± 𝝈 IQR 𝒑𝟗𝟗 

 

Proposed 

model 

 

𝑆1 264 0.41 0.53+2.87 1.32 6.4 

𝑆2 759 0.45 0.67+3.23 2.65 8.6 

𝑆3 1653 0.53 0.76+4.41 2.73 14.3 

𝑆𝑎𝑙𝑙 2676 0.55 0.75+4.77 3.57 13.7 

DANet [11] 𝑆𝑎𝑙𝑙 2676 0.82 1.13+5.91 4.67 16.4 

DASNet [11] 𝑆𝑎𝑙𝑙 2676 0.65 0.93+4.85 4.01 14.6 

 

As it is clear from Table I, the proposed method 

outperformed both DANet and DASNet methods in 

chronological age estimation. The proposed method 

estimates the ages with a mean of 0.75 years and a standard 

deviation of 4.77. Besides that, the proposed method 

produces a stable estimate for all age ranges. This fact 

clarifies the effectiveness of the proposed method for 

smooth age estimation regardless of the age ranges. It is 

worthwhile to mention that for age range S2, the DASNet 

generates a mean and standard deviation error of 0.98 ±
4.83 while the proposed method estimates ages with mean 

and standard deviation error of  0.67 ± 2.23 . Fig. 6 

demonstrates the age estimation error in each age range. 

 

Figure 6. Age estimation error of the proposed method in each age 

category. The proposed method performs well on each age range. 
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In Table I authors have presented the performance of the 

proposed method which shows that incorporating multi-

level and multi-scale representation inside the network can 

increase model performance. Compared to DANet and 

DASNet, the proposed method achieved a lower rate 

of 0.75 ± 4.77. In order to analyze the effect of multi-level 

and multi-scale layers separately, authors have performed 

the experiments on the Sall using either one of these layers 

in combination with the DANet model. Firstly, authors 

have observed that using DANet+multi-level 

representation can produce error rate of 0.92 ± 4.67  

which slightly improves the DANet performance. The 

main reason for this slight improvement is the fact that 

mutli-level representation improves the feature reusability 

in the model. In our second setting, it is observed that using 

DANet+multi-scale representations can increase the 

model performance by producing error rate of 0.79 ± 4.93. 

Based on the experimental results, it can be concluded that 

combining both multi-level and multi-scale representation 

with DANet can outperform both DANet and DASNet. 

VI.  CONCLUSION  

In this paper, an automated deep neural network has 

been proposed for chronological age estimation using OPT 

images. The proposed method utilizes both multi-level and 

multi-scale representation for robust age estimation. 

Experimental results demonstrated a significant 

improvement compared to the state of the art approaches. 
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