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Abstract—Mobile platforms are now computationally able to 

implement SLAM extending the scope of SLAM applications, 

which has been limited due to the requirement of elaborate 

sensor support to work. Visual SLAM methods help in 

tackling sensor limitations on such devices by exploiting 

information rich data from cameras. The proposed method 

aims to exploit such visual information from a monocular 

RGB input to derive depth information of contents of same 

using DenseNet-169 based Encoder-Decoder architecture. 

Thus, obtained depth map was combined with the keypoints 

extracted from monocular input to be processed by ORB 

SLAM. Further, analysis was done to evaluate the usage of 

various feature extractors vis-a-vis Oriented Fast and 

Rotated BRIEF (ORB), SIFT, BRISK. The map was 

generated from input visual trajectory and pipeline 

developed was able to implement RGB-D SLAM from only 

monocular input. The proposed system, thus, helps in 

executing an efficient SLAM algorithm using only the 

monocular RGB input.  

Index Terms—visual SLAM, depth reconstruction, encoder, 

decoder, ORB 

I. INTRODUCTION

Simultaneous Localization and Mapping (SLAM) is a 

process in which a robot can build the map of its 

environment and simultaneously compute its location as 

well. In the past decade there has been rapid development 

in solving the SLAM problem with various 

implementations of SLAM methods. With the 

advancements in mobile technology and corresponding 

camera technologies, the application of complex tools can 

be effectively carried out on the said platforms. SLAM 

offers to provide solution for various applications from 

surveying to surveillance [1]. Simultaneous Localisation 

and Mapping (SLAM) has been an active area of research 

and has gained tremendous progress in recent years. It has 

been deployed for the additional feature of mapping. It 

helps in constructing the map with systems perception data 

and consequent stream of perceived motion. Map 

generated by SLAM, generally helps in two manners [2]: 

It provides a platform to execute other features and creates 

a reliable prospective base to explore. And that it 

eliminates the error of estimation in a known environment 

for the user, thus creating a reliable application. 

Penetration of mobile phone technology also 

contributes to the scope of problems that can be 

approached through it. While considering adoption of 

SLAM in mobile phones, the camera becomes focal point 

of research in SLAM due to the ubiquitous nature and 

sophistication of its technology due to which cameras 

today are able to capture information rich visual data. 

Traditional SLAM methods [3] require additional sensor 

data which are either not easily found in mobile phones 

and are difficult to operate in remote scenarios. 

Visual SLAM, as the name suggests, based on solely 

visual input from cameras provides a viable solution to the 

application of SLAM to mobile platforms. However, the 

challenge arises to extract information to compensate for 

the otherwise concomitant sensors. Depth is a critical 

information which is extracted from RGB-D or LiDAR 

instruments. Accurate depth estimation from images is a 

fundamental task in many applications including scene 

understanding and reconstruction in SLAM. With the rapid 

development of deep neural networks, monocular dense 

depth estimation based on deep learning has been widely 

studied recently and achieved promising performance in 

accuracy. For our supporting features, mapping based on 

robust feature extractions were looked into. Feature 

extraction is a method of extracting intelligible 

information from the image which is generally represented 

as pixel level data. Scale Invariant Feature Transform 

(SIFT) [4] is a well-known and deployed feature extraction 

algorithm which relies on keypoint generation. Binary 

Robust Invariant Scale Keypoint (BRISK) [5] and 

Oriented Fast and Rotated BRIEF (ORB) [6] are 2 other 

well-known techniques. Comparative studies have been 

carried out earlier as well [7]. 

In [8], the authors have tried to deploy the SIFT [4] 

based SLAM method for a Global Localisation using the 

mobile platform. And subsequently a Random K-D based 

optimisation approach to establish a trajectory of 

keyframes. Similarly, the study in [9] deploys a multi-

sensor method combining inertial data with the visual 

input to create a robust SLAM application. However, the 

reliance on a multi-sensor suite is not accessible and 

scalable in multiple applications. 

In the developed system, we alleviate such dependence 

by estimating the depth of monocular visual input using 

DenseNet-169 [10] based Encoder-Decoder neural 

network. The RGB data, along with extracted depth 

estimation, is then processed by ORB features based Manuscript received June 17, 2022; revised September 20, 2022. 
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SLAM algorithm to generate the map by evaluating the 

trajectory represented in the visual input sequence.  

II. METHODOLOGY 

As depicted in Fig. 1, the developed system uses only 

the visual input data in the form of RGB image or video 

frame from camera. It then processes this data to get a 

depth-map from this input. The RGB images are then 

provided to the feature extraction model which identifies 

the landmarks in an area and this data is finally fed to the 

SLAM algorithm which helps autonomous agents in 

building maps and carrying out corresponding operations. 

 

Figure 1.  High level system representation. 

A. Depth Reconstruction 

In order to provide RGB-D input to mapping algorithm, 

we need to incorporate the depth component for the image 

as well. For that purpose, we need an RGB camera and a 

depth sensor. Instead of using an additional sensor, we 

have achieved the same result by deploying Depth 

Reconstruction which takes as input an RGB image and 

converts it into a depth map where the intensity of each 

pixel corresponds to the distance of that point from the 

camera. We deployed an Encoder-Decoder architecture 

based on DenseNet-169 [10] for Encoder-Decoder, which 

is a sequential neural network, with the architecture as 

represented in Fig. 2. The role of the encoder is to encode 

an image, i.e. reduce it in number of features and thus 

reduce its size and make it a dense vector which represents 

the features of the image. The height and width of the 

image is reduced in this process. The role of the decoder is 

to decode this dense vector based on the conditions that we 

specify to achieve our objective. Both the input and output 

of an Encoder-Decoder model is an image. 

 

Figure 2.  Depth prediction pipeline [11]. 

For our application, we have used the Encoder-Decoder 

architecture to generate a depth map. The input is an RGB 

image from the camera, which is passed to the model and 

the output is obtained as an image where the intensity of 

each pixel corresponds to the distance of that point from 

the camera. We have trained the model on the NYU-V2 

Depth dataset [12] using the loss function [1] deploying 

the weighted sum of gradient loss, depth loss and SSIM 

loss [13]. The encoder down samples into a feature dense 

vector using convolutions. Decoder up samples using 

deconvolution. Data augmentation was also performed to 

enhance the quality of the dataset. For relating the depth of 

obtained image to distance in real time, the following 

equation is used:  

baseline focal Length
depth

disparity


=               (1) 

B. Feature Extraction 

Feature extraction in images is the process in which an 

image is reduced to a smaller number of features, i.e. the 

essential features of the image like corners, edges etc. are 

extracted so that the processing of these images becomes 

easier and manageable, thereby reducing the number of 

computational resources required. Feature extraction has 

two parts: First is the process in which an input image is 

taken and important features are identified, such as corners, 

edges, blobs etc. This part is called feature detection. For 

our case we are taking input from a video which means 

consecutive frames from a video, as represented in Fig. 3.  

 

Figure 3.  Feature detection with & without keypoint size. 

The second part is when we receive the next frame. 

Once again, we detect important features in this image. 

Now we use the previous frame and the current frame (2 

consecutive frames) and match the feature points within 

these 2 frames based on some specified tolerable limit. 

This part is called feature matching. 

This is therefore an integral step in visual SLAM. 

Various different methods are used to detect interest points 

(corners, blobs, edges) in a frame. These interest points are 

then matched over continuous frames for data association 

and landmark extraction which give information about the 

robot's motion. 

For our work, we have compared the speed and 

accuracy of SIFT, BRISK and ORB detectors and 

descriptors as they are known to perform well for SLAM 

based applications [7] due to their speed and accuracy. 

C. ORB Feature Extraction Based SLAM 

Generation of a map based on Oriented Fast and Rotated 

BRIEF (ORB) feature extraction, as discussed above is 
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done. RGBD version of ORB-SLAM2 [14], a feature-

based Mapping and Localisation algorithm is used which 

exploits the previously obtained depth frames. Main 

advantages of ORB feature-based SLAM method is the 

robustness with respect to rotation and the speed of 

operation [6]. It has been achieved in primarily the 

following three major parallel threads:  

1) Tracking: Each visual frame obtained is optimised 

for its pose with respect to the re-projection error 

[14]. First the incoming frames are processed with 

a feature extractor which gives us keypoint 

descriptors. These keypoints are compared with the 

preceding frame and an optimised pose is 

determined based on motion-only bundle 

adjustment. A local map is them maintained with 

keyframes sharing visibility of the map in terms of 

common view points. Subsequently, the pose with 

respect to keyframe under consideration is 

optimised through the re-projection error [15] of 

common map viewpoints. Based on the 

optimisation results, keyframe is inserted into the 

discerned trajectory. 

2) Local Mapping: After the decision and insertion of 

keyframe, it's linked with the keyframe with most 

strong correspondence in the covisibility local map. 

Consequent map points are calculated based on 

ORB triangulation between subsequent keyframes 

in the covisibility.  Using local bundle adjustment, 

the local map, comprising of current keyframe. 

Keyframes exceeding the co-visibility and 

similarity threshold with other keyframes are 

discarded for reducing complexity. 

3) Loop Closing: Loop closings are done, if obtained, 

for greatly reducing the accumulated error in map 

representation and thus carries immense 

importance for an efficient system. In order to 

detect possible loop closures, the current keyframe 

and the ones in co-visbility are compared with the 

vocabulary of keyframes in the system. Number of 

consecutive keyframe matches is directly 

proportional to the strength of candidature for loop 

closure. RANSAC [16] iterations are performed on 

the candidate frames to identify inliers. 

Consequently, the mapping is optimised by pose 

graph optmisation [17] over the identified loop 

closures.  

 

Figure 4.  ORB-SLAM schematic [14]. 

These threads can be represented in functional form as 

in Fig. 4. The system has embedded a Place Recognition 

module based on DBoW2 [18] for relocalization. The 

TUM RGB-D [19] dataset was used for trajectory tracking 

testing.  

III. TESTING AND RESULTS 

The system has been evaluated for various intermediate 

inputs from subsystems. For evaluation of the model for 

depth prediction from monocular input, we use the Root-

Mean-Square-Error (RMSE) score. The model gave 

improvements on existing models trained on the NYU-V2 

dataset [12]. The corresponding results are provided in 

Table I. 

TABLE I.  COMPARISON OF OUR WORK WITH EXISTING MODELS 

Architecture Loss Function RMSE 

PEM and EAM Combination 

[20] 

Scale-invariant 

error 
0.439 

DEM [21] 
Custom Loss 
Function [21] 

0.497 

Our Model SSIM 0.4025 

 

Further in the system, we evaluate the usage of various 

feature extractors from monocular inputs to be further 

processed for pose estimation and optimisation. ORB, 

SIFT and BRISK were evaluated on the basis of: the 

number of features or keypoints detected in the image as 

shown in Fig. 5, the number of features matched between 

two consecutive frames, and the total time of execution of 

feature detection on any particular frame. The metrics 

chosen are most relevant to the application of this system 

in real-time scenarios and thus provided us best 

perspective of optimal feature extractors. The 

corresponding results are provided in Table II, Table III, 

Table IV respectively. 

TABLE II.  NUMBER OF FEATURES DETECTED 

 Image 1 Image 2 

SIFT 2011 2471 

BRISK 2471 1876 

ORB 500 500 

TABLE III.  NUMBER OF FEATURES MATCHED 

 Image 1 Image 2 

SIFT 148 151 

BRISK 97 92 

ORB 84 85 

TABLE IV.  EXECUTION TIME 

 Image 1 Image 2 

SIFT 0.3721s 0.3799s 

BRISK 0.3503s 0.3510s 

ORB 0.3072s 0.2969s 

 

From the above results we can see that: BRISK has the 

greatest number of features detected, followed by SIFT 
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and then ORB. SIFT has the greatest number of features 

matched followed by BRISK and then ORB. Compared to 

the number of features detected, the ratio of features 

detected to features matched is highest in SIFT, followed 

by ORB and then BRISK. In terms of computation time, 

ORB is clearly the fastest, followed by BRISK and then 

ORB. Therefore, taking these factors into account, we 

decided to work with ORB.  

 
(a) SIFT matching results 

 
(b) BRISK matching results 

 
(c) ORB matching results 

Figure 5.  Matching result from (a)  SIFT, (b) BRISK, (c)  ORB on 

sample from the TUM-RGBD dataset [19]. 

Thus, concluded ORB feature-based mapping algorithm 

was tested on sequence 01 of the KITTI dataset [22] and 

corresponding map is presented in Fig. 6 where the path 

was generated along the detected trajectory and depth 

points perceived along it. The intermediate feature and 

depth map as obtained for one of the frames in the 

sequence are represented in Fig. 7.  

 

Figure 6.  ORB-SLAM output map for KITTI-01 sequence. 

 
(a) ORB features 

 
(b) Depth map 

Figure 7.  Intermediate processing inferences from a KITTI 01 
Sequence frame: (a) ORB features and (b) depth information extracted. 

IV. CONCLUSION 

The system thus developed provides a pipeline for 

utilising a depth prediction model to compensate for 

absence of depth sensors to perform RGB-D input-based 

SLAM, which provides better performance than 

Monocular input-based SLAM. For the purpose of depth 

prediction, we have trained a ResNet based Encoder-

Decoder architecture on the NYU-V2 depth dataset [12] 

and deployed it on the monocular input stream to provide 

more information to pose estimation and mapping stages 

in subsequent sub-system. The performance of deployed 
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architecture could be improved with more suitable data as 

per specific application and improvements in loss function, 

which is left for future work. The study done over various 

feature extractors affirms the usage of ORB feature 

extractor due to it's greater speed and matching capabilities. 

Consequently, deployed ORB SLAM algorithm provides 

us with a final map from various points detected in the 

visual trajectory with corresponding depth information. 

Loop closing could be improved with a better vocabulary 

and is left for future iterations. Finally, the system 

developed enables a wider usage of mobile computational 

platforms in applications related to vision-based mapping 

and/or localisation. 
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