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Abstract—Eye tracking system is a technology where it can 

detect, trace, and analyze the whole eyes movements. Eye 

tracking system has been used in many fields and sectors so 

the number of studies for this system has been increased 

significantly. Eye tracking method has been switched to 

machine learning. One of the most used algorithms for this 

system is Convolutional Neural Network (CNN) which has a 

lot of architectures, such as LeNet-5, AlexNet, VGG16, 

GazeNet, and ResNet-18. This paper aims to find the most 

appropriate Convolutional Neural Network’s Architecture 

for building an eye tracking system by comparing chosen 

architectures that have been mentioned above. The study 

showed that ResNet-18 has the highest result as it gets 90.53% 

accuracy while the other results are lower than it.  

Index Terms—eye tracking system, convolutional neural 

network, convolutional neural network’s architecture 

I. INTRODUCTION

As its name, eye tracking is where eyes can be detected, 

traced, and analyzed with the help of technology. It has 

been used in several fields such as psychology, marketing, 

academic, medical, research, human computer interaction, 

design, and many more. With eye tracking technology, 

people can get ‘much honest’ information from the 

subject. The reason is that it can show human behavior 

without relying on human memory so that subject may 

not be aware of their eyes reflecting behavior. Besides 

that, eyes also provide rich information about a human 

where it can give cognitive processes and emotions from 

human. Some common indicators that are caught by eye 

tracking technology are pupil dilation, eye movement, 

gaze, fixation, and blinks count [1]. 

Eye tracking has become more accessible lately and its 

visibility in the market has been rising steadily. More 

research has been done as time goes by so that more 

datasets and source codes number is getting huge. Those 

researchers who are invested in eye tracking technology 

are mostly collaborating with each other to standardize 

and improve the methodologies in eye tracking. As can 

be seen in Fig. 1, in 2020, the global eye tracking market 

was hitting the number USD 368 million and is expected 

to hit USD 1.75 billion by 2025 [2]. 

Manuscript received March 21, 2022; revised August 12, 2022. 

Figure 1. Eye tracking market size prediction. 

Figure 2. Numbers of eye tracking studies in laboratory. 

Following the previous data, the number of research 

studies including eye tracking technology had also raised 

from year to year. Fig. 2 shows the data about counts of 

research studies that have been done from 1987 until 

2016 where the data is limited to studies that have been 

done in laboratory only [3]. 

Figure 3. Search results for "eye-tracking" in paper titles. 

While the above data shows eye tracking studies in 

laboratory only, Fig. 3 shows the numbers of eye tracking 
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studies by showing the numbers of papers in three 

website (Web Science, Scopus, and Google Scholar) that 

use “eye-tracking” as part of their title [4]. By adding 

“eye-tracking” to the title, it can be confirmed that those 

papers at least use eye tracking technology to support 

their paper, no matter what the main topic is.  

Some data that have been shown are proved by the 

number of implementations that can be done by eye 

tracking technology. There are various applications of 

eye tracking technology, in example attentional bias task. 

It is where the researcher will analyze the preferential 

allocation of cognitive resources to the detection of 

stimuli. Usually, it is used to detect psychological 

tendencies such as depression, posttraumatic stress 

disorder, anxiety, and addictive disorder [5]. Another 

example of implementation for eye tracking technology is 

eye tracking mouse [6] where someone can control the 

mouse – as in computer device – by their eye movement. 

Besides those, there are also other implementations like 

assistive technology, interaction monitoring, facial 

expression recognition, auxiliary driving, and medical 

diagnosis. Eye movement analysis also can be used to 

discriminate patients with depressive disorders from 

controls, as well as patients with bipolar disorder from 

patients with unipolar depression by investigating mood 

regulation and psychomotor disturbances in depressive 

disorder [7]. Another study [8] examined whether 

physiological reactivity to depression-relevant stimuli, 

measured via pupil dilation, serves as a biomarker of 

depression risk among children of depressed mothers. 

Even from the plenty amount of implementation results, 

eye tracking itself has several issues such as lighting 

camera quality, and subject angle. Those issues 

sometimes can reduce the performance of eye tracking 

technology since the machine will not process the input 

properly if there are some detentions. By low or too 

bright lightning, the machine could probably inaccurately 

recognize subject’s eyes, while improper angle could 

bring to miscalculation of the indicators. Bad camera 

quality covers all the issues where it could reduce the 

detection and calculation accuracy. 

Based on the problem, this paper will conduct a 

comparative study against various Convolutional Neural 

Network (CNN) architectures. Some architectures that 

will be used are LeNet-5, AlexNet, VGG16, GazeNet, 

and RestNet-18. The main goal from this research is to 

find the most ideal architecture for eye tracking system. 

II. LITERATURE REVIEW

A. Eye Detection

Eye detection is an important aspect in various

applications such as eye detection/recognition, human 

computer interface, or driver behaviour analysis. Human 

eye’s locations are essential information for many 

applications, including psychological analysis, facial 

expression recognition, auxiliary driving, and medical 

diagnosis [9]. 

A lot of data can be extracted from eye detection, such 

as eye gaze, fixation (aggregation of gaze points) [10], 

pupil dilation, number of blinks, etc. Meanwhile, 

interesting things that have become the focus of many 

studies are saccades [10] which are changes from one 

fixation to another and glissade which refers to slower 

eye movements [11].  

B. CNN Architecture

There are 5 different architectures of CNN that are

compared namely, LeNet-5 [12], AlexNet [13], VGG16 

[14], ResNet-18 [15], and GazeNet [16]. These 

architectures are being used without any modification or 

arrangement of their hidden layer. The composition of 

hidden layers which are the default form, for each 

architecture is being explained below:  

• LeNet-5

One of the simplest CNN architectures with 2

convolutional layers, a pooling layer or also known as 

sub-sampling layer, and 3 fully connected layers 

• AlexNet

This architecture is a more complex form of LeNet5

with addition of hidden layers and parameter being used. 

The composition is 5 convolutional layers, 3 fully 

connected layers, with 3 pooling layers 

• VGG16

Much bigger composition and complexity than

AlexNet, this architecture has 16 hidden layers: 13 

convolutional layers, and 3 fully connected layers. 

Though the filter being used by VGG16 is smaller than 

AlexNet’s 

• ResNet-18

This variant of Residual Net (ResNet) might be the

simplest form of ResNet that is still being used nowadays, 

applies 18 hidden layers: 17 convolutional layers and a 

fully connected layer (plus an additional softmax layer) 

• GazeNet

Make use of parallel fully connected layer (two

branches of 3 fully connected layer). The number of 

convolutional layers for this architecture is also 3 

C. Related Work

At first the most used method to build an eye tracking

system was by implementing any changes to pixel 

collected by the camera then make use of threshold to get 

position of pupil per time. That sequential information 

then analysed with an event detection algorithm such as, 

dispersion-based algorithm and velocity-based algorithm. 

Output of analyzation task is statistical mapping between 

calculated values and time. There was research in 2013 [6] 

that aimed to build a low cost HCI device as an Assistive 

Technology (AS) that targeted for people with disabilities 

especially for those who are restricted in motion and has 

speech impairment to help patients with motor and 

speech impairment communicate and perform basic task. 

The proposal was an Eye Tracking Mouse (ETM) system 

controlled by wearable glasses that is embedded with 

webcam and processing software. Eye Tracking System 

were built using a proposed method called Eye Tracking 

with Adapted Segmentation Threshold (ETAST) that 

combined with Starburst algorithm to determine pupil 

location. Further next the generated data are processed 
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and transformed in some way so that it becomes a signal 

that triggers mouse motion. 

Research in 2018 [17] discussed on how eye tracking 

technology can enhance the pilot-aircraft interaction. 

Elaborating several eye movement characteristics, such as 

dwell times, time without fixation, and blinks, those 

indicators were then integrated according to different 

flight phases or aircraft configurations. From the 

analyzing result, it shows how cockpit has been divided 

into several Area of Interest (AOI) and it also considered 

how non-monitored AOI should be also included in 

Flight Eye-Tracking Assistance (FETA), not only the one 

that being monitored. At the following year (2019), there 

was a study [18] that combines eye fixation on AOI 

matrix and emotional response from 60 participants 

intended to investigated correlation between familiarity 

and visual signal of consumer response. The result was 

that eye tracking task, facial expression, and self-reported 

response were prominent things in doing the analysis of 

variance. 

Eye movement technology opens a new way for the 

study of automatic detection of depression. A study in 

2020 claimed that eye movement signals acquired by eye 

tracking technology (in this case using Tobii T120 with 

120 Hz sampling frequency), are all direct reflections of 

the brain’s information processing demand and can 

quantitatively characterize emotional perception [19]. 

This study gathered two various data: eye movement 

behavioural signals which are the position and time 

recorded during the stimuli task; and pupil dilation. All 

data were collected from 96 participants which 48 of 

them has been claimed were on depressed situation. 

Similar use of this multimodal research has been 

proposed with different eye tracking systems, SMI RED 

eye tracker that was developed by Prosper tech company 

in Germany. This study [20] claimed that to detect 

depression, combining mental health self-examination 

data and eye tracking data to extract multi-modal features 

is an ideal way to build a robust depression detection 

system.  

Massive growth of Machine Learning and Deep 

Learning has affected the method for producing and 

building eye tracking system. The old method is 

continuing being used today but is not as popular as the 

newer one. Popular Machine Learning technique that is 

being used is Convolutional Neural Network (CNN). 

Back then in 2016, there is research about using CNN for 

eye tracking which it is configured for robust pupil 

detection. CNN algorithm was used two times where both 

stages evaluate regions with CNN. The difference is one 

image is downscaled and the other one is pure grayscale. 

This research was done by using over 79,000 images 

which the 41,000 are complementary to existing image 

from the literature. The result is it showed how it 

outperformed state-of-the-art approaches by a large 

margin while avoiding high computational costs [8]. 

At that time huge number of studies in eye tracking 

field using CNN has significantly increased. Various 

CNN configuration, for example in architecture has been 

proposed to train a reliable eye tracking system. A study 

held in 2018 [19] proposed the use of Cascaded 

Convolutional Neural Network (Cascaded CNN). This 

research empowers GI4E public dataset is used, which 

contains 103 test subjects with 1236 visible facial images 

and the BioID dataset which consists of 1,521 frontal face 

images with significant variation in illumination and head 

pose. At first, the local extreme points and gradient 

values in the full facial image are calculated outputting 

several candidate eye regions. Generated eye region is 

evaluated by the first set of CNN to determine the eye 

region and eye class (right or left). Furthermore, the 

second CNN was used to find the centre of the eye. The 

proposed method from this research resulted 85.6% 

performance.  

Latest proposed method in eye tracking field was 

Cascaded Faster R-CNN with Gabor Filters and Naïve 

Bayes (FRCNN-GNB) [21] combining Recurrent CNN 

setup with Gabor filters and Naïve Bayes model. This 

method used pre-trained Res-Net 50 networks to classify 

CASIA Iris-Distance database V4 as trained data. To be 

specific this research made use of 2,567 ultraviolet 

images from 142 subjects. The baseline was Faster R-

CNN setup. The study surpassed and enhanced its 

baseline on the precision score from 0.96 to 0.99. 

Since eye detection technology has been replaced from 

traditional (making use of threshold) to machine learning 

based method, a comparison study of different machine 

learning eye detector has been chosen as the topic of this 

paper. To be specific, this paper will be comparing the 

Convolutional Neural Network's Architecture. 

III. METHODOLOGY 

A. Workflow 

The dataset in this paper is the MPIIGaze dataset [22]. 

Fig. 4 shows how the dataset is being processed. Carry 

out data preparation such as normalizing the dataset to get 

the optimal form of the data. Process the data using the 

CNN algorithm, on the grounds that CNN has the 

capability to process data in the form of images. After 

going through some processing, results such as gaze 

estimation and eye placement are obtained. 

 

Figure 4. Workflow. 

B. Dataset 

The dataset for this paper is obtained from an existed 

dataset that has been collected before and the data type is 

image in .mat format while the original one is image 

in .jpg format. The whole dataset itself becomes a file 
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in .h5 format. The total data for this dataset is 213,659 

images from total 15 participants. The number of images 

collected by each participant varied from 34,745 to 1,498 

images. Fig. 5 shows one of the original images on the 

dataset. 

 

Figure 5. MPIIGaze dataset image participant 00 day 01. 

C. Dataset Preparation 

To set the effective dataset, the dataset should be 

prepared. In this paper, the dataset is normalized to 

separate between left and right eyes and to get the 

subject’s gaze target. At first, image from the dataset is 

loaded, then the centre of eyes, head pose, and gaze target 

from the image are collected. After that, both left and 

right eye images are normalized while being adapted 

based on the head pose and gaze target. Adjustment is 

done by converting head pose and gaze target to the polar 

coordinate system. Each head poses and gaze target is 

different between left and right eye. The result of 

normalization is in .mat file and the whole data are 

combined into one file with .h5 format. After being 

normalized, dataset is split into two, which are training 

dataset (80% or 170,927 images) and testing dataset (20% 

or 42,732 images). Training dataset is used for training 

the model while testing dataset is used for showing the 

result of the model. 

D. Algorithm 

The algorithm that is used is Convolutional Neural 

Network (CNN) with 5 different architectures that have 

been explained in the previous section. The study did not 

make any enhancement nor modification from all the 

default setup of those 5 architectures. The Rectified 

Linear Unit (ReLU) activation function was applied to all 

these architectures. Adam was chosen as the optimizer 

while the learning rate is set to 0.01. 

E. Data Analysis  

Analysis plan for this study is by measuring each 

chosen CNN Architecture performance in gaze 

measurement and determining eye position with accuracy 

metric as the core standard. Quality and performance of 

any system, including eye tracking system, are depended 

on how accurate delivered data is from the system [23]. 

Accuracy on an eye tracking system is measured by how 

similar the position of the real situation, which are eye 

boundary and gaze direction, with the one being 

generated by the system. The formula for calculating the 

accuracy of eye tracking system is explained below [24]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=  √((𝑇𝑎𝑟𝑔𝑒𝑡𝑋 − 𝐺𝑎𝑧𝑒𝑃𝑜𝑖𝑛𝑡𝑋)2 + (𝑇𝑎𝑟𝑔𝑒𝑡𝑌 − 𝐺𝑎𝑧𝑒𝑃𝑜𝑖𝑛𝑡𝑌)2) 

IV. RESULT AND DISCUSSION 

Comparing five architectures of CNN algorithm which 

are LeNet-5, AlexNet, VGG16, GazeNet, and ResNet-18, 

the result shows the difference between the accuracy 

from each architecture. The study measurement is based 

on CNN models’ accuracy per epoch which indicates 

how correct the boundary of an eye predicted is by the 

system as well as the gaze direction. Training phase is set 

to be done in 25 epochs with no validation. The dataset is 

split into 80% for training (170,927 images) and the rest 

(42,732 images) is used for testing. 

 

Figure 6. Accuracy of epoch for five different CNN architectures 
during training phase. 

As reflected in Fig. 6, all the models reach less than 40% 

at the first epoch. The result consistently gets better as the 

epoch increase. When it comes to epoch 5 until 7, the 

models start to become more stagnant than before. The 

rest of the epochs’ accuracy is decreasing and increasing 

dynamically but can still maintain to be stable. The graph 

shows that LeNet-5 model perform quite stable accuracy 

performance even though it has the lowest accuracy score. 

On the other hand, GazeNet results better accuracy but 

less stable than the other architecture. 

 

Figure 7. Maximum accuracy score performed by each model. 

181©2022 Journal of Image and Graphics

Journal of Image and Graphics, Vol. 10, No. 4, December 2022



TABLE I.  ACCURACY COMPARISON OF FIVE LATEST EPOCH 

Epoch LeNet-5 AlexNet VGG-16 GazeNet ResNet-18 

21 83.76% 85.79% 87.94% 86.24% 87.75% 

22 83.21% 86.34% 88.23% 87.59% 90.53% 

23 81.43% 84.91% 88.27% 88.90% 88.53% 
24 83.19% 85.43% 87.65% 89.25% 89.60% 

25 82.77% 84.56% 87.34% 89.12% 89.03% 

Avg 82.87% 85.41% 87.89% 88.22% 89.09% 

 

Table I present accuracy of each model in the last five 

epochs while the graph shows maximum accuracy score 

from each model. Assuming the last five epochs represent 

the most stable condition between the whole phases, the 

average of these data is computed to find out stability of 

the model while searching for the highest score. The 

highest average score as pictured in Fig. 7 is performed 

by ResNet-18, which also gains the highest accuracy 

score (90.53% accuracy in epoch 22) of the whole 

experiment. 

V. CONCLUSION 

Eye tracking system has been implemented in many 

sectors and mostly use CNN algorithm as the main 

algorithm. Various CNN architecture has been researched 

and utilized to build a robust eye tracking system. The 

conclusions from the study are mentioned below: 

• LeNet-5, AlexNet, VGG16, GazeNet, and ResNet-

18 are some of CNN architectures and become the 

subject of the research 

• All the architectures mentioned on the point above 

show high accuracy performance as the model for 

eye tracking systems which are above 83.5% 

• ResNet-18 has the highest average accuracy 

compared to the other architectures 

• The result is based on overall and last five epoch 

• For the future goals, more variables are intended 

to be included such as activation function, learning 

rate, optimizer, etc 
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