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Abstract—The COVID-19 pandemic has had a huge 

influence on human lives all around the world. The virus 

spread quickly and impacted millions of individuals, 

resulting in a large number of hospitalizations and fatalities. 

The pandemic has also impacted economics, education, and 

social connections, among other aspects of life. Coronavirus-

generated Computed Tomography (CT) scans have Regions 

of Interest (ROIs). The use of a modified U-Net model 

structure to categorize the region of interest at the pixel 

level is a promising strategy that may increase the accuracy 

of detecting COVID-19-associated anomalies in CT images. 

The suggested method seeks to detect and isolate ROIs in 

CT scans that show the existence of ground-glass opacity, 

which is frequent in COVID-19 patients. This can assist 

healthcare practitioners in identifying and monitoring 

illness development, as well as making treatment decisions. 

Scale U-Net is a strong U-Net design modification that can 

increase the performance of semantic segmentation tasks. 

Our model, Normalized-UNet, uses batch normalization 

after each convolutional layer to decrease the internal 

covariate shift, which dramatically improves the network's 

learning efficiency.   

 

Keywords—normalized-UNet, U-Net, COVID-19, scale U-
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I. INTRODUCTION 

An epidemic of a novel coronavirus known as Severe 

Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-

2) was first detected in Wuhan, China, in December 

2019 [1]. By early 2020, the outbreak had spread to other 

parts of the world, with instances recorded in Europe, 

North America, South America, Africa, and other places. 

Reverse Transcription-Polymerase Chain Reaction (RT-

PCR) assays were the principal diagnostic method for 

COVID-19 in the early phases of the pandemic. These 

tests, however, have limitations, such as the possibility of 

false negatives due to insufficient sampling or testing too 
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early in the disease’s progression [2]. Computed 

Tomography (CT) imaging has emerged as a valuable 

adjunct to RT-PCR assays, particularly when the test 

findings are equivocal or the patient exhibits symptoms 

compatible with COVID-19 but has not yet tested 

positive. However, deep Convolutional Neural 

Network (CNNs) have been utilized in medical imaging 

for malaria classification and detection [3]. 2D-

anisotropic Total-Variation Unet (TV-UNet) has evolved 

into a powerful tool for radiologists to use in diagnosing 

disorders such as brain tumors [4], lung cancer [5], 

diabetic retinopathy [6], and COVID-19 [7]. In this 

method, segmentation is used to separate regions of 

interest from other parts of the image so that quantitative 

measurements may be performed. In existing COVID-19 

CT segmentation experiments, U-Net is frequently 

employed as a baseline model. Extra diagnostic 

information is obtained, e.g., by calculating the area and 

volume of segmented structures. The inherent challenges 

of segmentation algorithms are exacerbated by intensity 

heterogeneity, the presence of artifacts, and the gray-level 

closeness of various soft tissues. In order to combat the 

scale difference of lesions and the low contrast between 

lesions and normal tissues in CT images, a unique 

Multiscale Dilated Convolutional Network (MSDCNet) 

has been developed. It attempts to extract lesions of 

various scales and their borders correctly. To prevent 

information loss during the downsampling process, a 

multilayer feature aggregate module has been developed. 

After the last layer, an MSFF module is added to fuse the 

output of all the layers in the block [2]. Although the 

correct segmentation of infected lesions is crucial for 

treatment decisions, it is frequently necessary to first 

identify COVID-19 patients. 

For COVID-19 detection from chest Computed 

Tomography (CT) images [8], Hybrid Harris Hawks 

Optimization Deep Learning (CovH2SD) is a Hybrid 

Learning (HL) and optimization technique. CovH2SD 

extracts characteristics from CT scans and learns from 
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them using deep learning and pre-trained models. It 

optimizes the hyperparameters using the Harris Hawk 

Optimization (HHO) method. They applied Transfer 

Learning (TF) comparison for nine pre-trained CNNs. 

Chakraborty et al. [9] proposed and trained deep learning 

strategies that select the best vector components to 

construct its model. It can filter out errors to produce the 

best results. COVID-19 was detected utilizing chest X-

ray (CXR) datasets and a Deep Learning Method (DLM). 

The datasets are supplied to the network first, then 

preprocessed before being sent to the segmentation 

algorithm. It passes the segmented lung shape to the Deep 

Neural Network (DNN) model to achieve the 

classification result after segmentation. The pretrained 

weightages of the ResNet18 deep learning model are 

employed in the DLM model. The Mutex Attention 

Network (MA-Net) [10], a deep learning network for 

COVID-19 supplementary diagnosis based on CT images, 

was proposed to improve the difference between positive 

and negative samples. Mutex Attention Block (MAB) 

uses the distance between mutex inputs as a weight to 

detect characteristics for more accurate diagnostic results. 

The Fusion Attention Block (FAB) layer is intended to 

fuse features in the channel direction by picking features 

from two inputs in order to generate more representative 

features. 

In the context of COVID-19, an AI-based automated 

detection and diagnosis system can provide various 

benefits. There are several significant advantages: 1) 

rapid and accurate detection; 2) improved triage and 

resource allocation; 3) enhanced diagnostic accuracy; 4) 

continuous learning and improvement. AI models can 

learn from large datasets of annotated images and extract 

meaningful features that aid in the diagnosis of COVID-

19. Several studies have focused on training AI models to 

identify COVID-19 and distinguish it from other lung 

illnesses in chest CT images. Our study scaled a U-Net 

model through a Normalize layer after each CONV, 

which enhanced the training model to learn to segment 

Regions of Interest (ROIs) faster. Another technique for 

scaling U-Net is to use mixed precision training, which 

involves using lower-precision floating point 

representations for certain of the model’s calculations. 

Due to the time-consuming manual masking of CT scans, 

a larger weighted module inside a U-Net may be 

employed to enhance CT image lesion segmentation with 

limited labeled data, which is common in COVID-19. 

II. LITERATURE REVIEW 

Because Chinese clinical centers lacked sufficient test 

kits at the outset of the pandemic, which resulted in a 

large number of false negative findings, physicians are 

recommended to base their diagnosis only on clinical and 

chest CT data [11]. In locations like Turkey, where there 

were few test kits available at the onset of the outbreak, 

CT is routinely used for COVID-19 identification. Deep 

learning (DL) techniques might be used to analyze 

CXRs [12] and detect COVID-19 pneumonia symptoms 

automatically. A huge dataset of CXRs may be used to 

train DL algorithms, allowing them to spot patterns and 

provide reliable diagnoses. In the fight against COVID-

19, DL-based techniques are a potential weapon, and 

ongoing research in this field is expected to lead to 

significant breakthroughs in automated CXR analysis. 

DL-based techniques can considerably reduce the time 

required to analyze CXRs while also improving COVID-

19 diagnostic accuracy. DL algorithms may also be used 

to prioritize CXRs for processing, allowing radiologists 

to prioritize the most essential patients. 

The suggested system’s core design [13] is based on 

the ResNet-50 concept. The effects of various 

hyperparameter values on the performance of the 

recommended systems are investigated. The idea is based 

on a modified ResNet-50. It expands the most recent 

levels with one Fully Connected Layer (FCL) of 512 and 

two more FC layers of 2048 and 1024. In both versions, 

the original FC layer and softmax layer are replaced. 

However, the authors implemented Stacked 

Generalization (SG), which is a method that includes 

training many models and then combining their 

predictions to outperform any single model. While SG 

can be a strong strategy for enhancing a model’s 

prediction performance, it is not without drawbacks, such 

as complexity, overfitting, and data requirements. In 

ResNet-50 [14], a network (COVNet) was suggested to 

extract visual elements from volumetric chest CT using 

transfer learning. The U-Net model was used to 

accomplish lung segmentation as a pre-processing 

operation.  The framework can extract both two-

dimensional local and three-dimensional global 

representational elements. 

Deep learning has resulted in greater performance in 

the field of radiology. Khan et al. [15] proposed a novel 

deep channel-boosting technique by distinguishing 

radiographic patterns, CB-STM-RENet, to identify 

COVID-19 in chest X-rays. The suggested approach was 

tested by implementing it and comparing it to numerous 

current CNN architectures and techniques that have been 

described in the literature. The suggested deep CB-STM-

RENet has great classification performance, but it used a 

data processing technique called Split-Transform-Merge 

(STM). STM may be a difficult approach to implement, 

especially when working with big, dispersed datasets. 

Coordination of the processing and merging of the 

subgroups may present additional issues. Also, the 

framework proposed in [16] includes the generator and 

classifier networks. Its purpose is to produce more data 

samples for each class in a small class-unbalanced data 

set. In contrast, the classifier model is just used for 

classification problems. The Generator Model (GM) must 

first be trained before it can generate synthetic samples. 

The first deep models were a model of a convolutional 

variational Generative Auto-Encoder (CGA). Offline, it 

turned a tiny unbalanced dataset of classes into a bigger 

balanced dataset. Second, a large balanced dataset was 

used to train the ResNet50 classifier. 

To address the objective of COVID-19 identification in 

chest X-rays, an ISNet based on a DenseNet121 classifier 

was used [17]. It compares the model to a U-Net, then to 

a DenseNet121, and finally to a solo DenseNet121. Then, 
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the notion of optimizing DNNs for relevance 

segmentation in Layer-Wise Relevance Propagation (LRP) 

heatmaps was proposed. These heatmaps may be used for 

a number of purposes, including relevance segmentation, 

which divides the input into regions that are related to a 

certain output. In fact, one method is to change the loss 

function during training. The loss function, in particular, 

may be tuned to encourage the network to generate 

heatmaps that appropriately emphasize the key parts of 

the input. They were able to overcome the issue of binary 

and multiclass classification of COVID-19 infection by 

constructing two distinct COVNets that can analyze 

CXRs and CT scans to identify COVID-19 [18]. The 

authors used two datasets to complete this task: the binary 

classification dataset had 3877 images of COVID-19 and 

healthy images, while the multiclass dataset contained 

6077 images of COVID-19, pneumonia, and healthy 

images. However, the best results depend on a CNN 

model, which is divided into two parts: 1) feature 

learning; 2) CNNs are composed of three basic layers: a 

convolutional layer (ConV blocks), a pooling layer, and a 

fully connected layer (FC). The convolution and pooling 

layers are used to extract features, while the fully 

connected layer is used to classify them. To identify 

COVID-19, they created two CNNs, one for binary 

classification and the other for multiclass classification. 

The Coronavirus Information Fusion and Diagnostic 

Network (CIFD-Net) [19] is a COVID-19 CT scan 

identification model that can handle the multidomain shift 

problem successfully by utilizing a unique robust weakly 

supervised learning technique. It uses the (SAM) a slice 

aggregation module to integrate multiple sections in order 

to estimate the patient’s joint likelihood of being COVID-

19 positive or not. Furthermore, CIFD-Net was expanded 

with the Slice Noisy Correction Module (SNCM) to 

predict a single CT slice with no image-level annotations. 

Additionally, extensive tests were conducted using 

publicly accessible CT datasets to examine the proposed 

model’s prediction capability  [20]. The model’s 

architecture is made up of three major processes. The first 

step is to prepare the image data for usage by the model 

through input image preprocessing. This might involve 

scaling, normalization, and data augmentation. The 

second step is to extract features from ROI pictures and 

train them. The Inception architecture is used to extract 

meaningful features from the input pictures and train the 

model on these features. This phase is crucial for the 

model’s capacity to categorize fresh photos appropriately. 

The last procedure is classification, which employs two 

fully linked layers and binary classifier prediction. The 

recovered features are used to categorize the input picture 

into one of two categories. The delimited ROIs were 

gathered in order to develop the classification model. 
We tweaked the standard inception network and 

refined the Modified inception (M-inception) model 
using pre-trained weights. This study proposes a deep 
Convolutional Neural Network (CNN) [21]  that can 
automatically recognize patterns linked to lesions from 
chest CT images. With an accuracy of 93.26%, the 
proposed model detected patterns associated with 
COVID-19 lesions. The suggested model may be utilized 

as an auxiliary system by physicians in health facilities to 
diagnose and evaluate diseases with high accuracy. 
Although it has various advantages over Fully 

Convolutional Networks (FCN), enhancing FCN [22] aids 
in the construction of U-Net. FCNs for semantic 
segmentation greatly improve accuracy by transferring 
pretrained classifier weights, combining separate layer 
representations, and learning end-to-end on entire images. 
Learning and inference are simplified and accelerated 
through end-to-end, pixel-to-pixel activity. To begin, U-
Net is a totally symmetric algorithm. Upsampling is done 
by neighboring interpolation [23], and decoding is done 
with convolution and deepening. Second, skip 
connections link global and local features together to 
create deep feature information. Finally, proper 
convolution is used throughout U-Net to ensure that no 
contextual information is lost during segmentation. 
Because it conducts multi-scale fusion, merges low- and 
high-resolution data, and serves as the foundation for 
item category identification as well as precise 
segmentation and placement, U-Net is highly suited for 
medical image segmentation. 

The RDCTrans model [23] is a hybrid variable 
structure based on U-Net that has been proposed for Liver 
Tumor Segmentation (LTS) in Computed Tomography 
(CT) scans. The network depth and the perceptual area 
had increased with Feature Extraction (FE) efficiency 
However, the number of parameters has not increased. 
and to create a backbone network dominated by 
ResNeXt50 and supplemented by dilated convolution. U-
Net 3+ [24] network parameters will be reduced, while 
feature extraction capabilities will be enhanced. It prunes 
the U-Net 3+ full-scale skip connections to reduce 
duplication and boost computing efficiency. Furthermore, 
it employs Convolutional Block Attention (CBA) to 
gather more essential features, hence improving feature 
expression capabilities.  To get additional edge 
information from the tiny contaminated patches, 
enhanced dilation convolution is utilized to extend the 
receptive field of the encoder output. ADID-UNet [25] 
uses a dense network instead of typical convolution and 
max-pooling procedures to address the problem of 
gradient disappearance in deep learning networks. The 
dense network extracts and enriches dense characteristics. 
Furthermore, the dense network's training parameters are 
smaller, which minimizes the size and computational cost.  

Multimodal CNN architectures were created using neural 

network parameters and hyperparameters [26]. A total of 

nine evaluations were conducted to appraise the 

optimizers, learning rates, and epoch count. The 

experimental results have been utilized to establish 

pertinent parameters for the creation of a multimodal 

architecture aimed at detecting COVID-19. However, the 

development of a Multimodal COVID Network 

(MMCOVID-NET) capable of predicting the presence of 

COVID-19 or normal conditions based on the analysis of 

both CXRs and CT scans. 

The extensive neural network CNN has numerous 

layers and is used to categorize COVID-19 X-ray images 

and assess the model  [27]. In comparison to the other 

approaches described, this method has demonstrated its 

Journal of Image and Graphics, Vol. 12, No. 1, 2024

68



effectiveness in terms of treatment speed, proper 

diagnosis in a short period of time, and high accuracy.  

The present report provides a detailed account of the 

data collection process from two distinct healthcare 

facilities, namely Union Hospital (HUST-UH) and 

Liyuan Hospital (HUST-LH) [28]. This database is free 

for academic use only via the website 

https://ngdc.cncb.ac.cn/ictcf/Resource.php. Between 

January 25 and February 20, 2020, a total of 1170 

patients were enrolled in the study, comprising 775 

patients from Union Hospital (HUST-UH) and 395 

patients from Liyuan Hospital (HUST-LH). The sample 

size consisted of 1170 individuals diagnosed with cystic 

fibrosis, of whom 222 were classified as controls, 23 as 

mild cases, 417 as regular cases, 146 as severe cases, 63 

as critically ill cases, and 299 as suspicious cases. The 

dataset used 1613 images for CT Scan, Lung mask and 

COVID-19 mask. The training phase feed with 1290 

while the test phase feed with 323 images. We used 

another publicly accessible “COVID-19 CT 

Segmentation dataset” [29], which comprises 100 axial 

CT pictures from 40 individual COVID-19 patients.  In 

traditional machine learning or deep learning methods, an 

imbalanced distribution of data sets to be classed has a 

detrimental impact on classification results. Fig. 1 shows 

some samples of the dataset with lung segmentation and 

COVID-19 masks. 

 

 
 

 

Fig. 1. Several dataset samples utilizing CT scan originals, Lung mask 
and COVID-19 mask lesions. 

III. MATERIALS AND METHODS 

The CNN model architecture is the suggested network 

design that we discuss in detail in this section. The 

modified CNN model distinguishes the proposed 

technique. Convolution layers serve as the foundation for 

several semantic segmentation approaches and models. 

The network can learn increasingly complicated 

representations of the input image by stacking many 

convolutional layers on top of each other. Convolutional 

layers are frequently utilized in an encoder–decoder 

architecture in the context of semantic segmentation. The 

encoder is often made up of many layers of convolutional 

and pooling algorithms that extract information from the 

input picture at various sizes. The decoder then 

upsamples the feature maps and generates a dense 

prediction for each pixel in the picture using transposed 

convolutional layers. This encoder–decoder architecture 

underpins several prominent semantic segmentation 

models, including U-Net [30] and SegNet [31]. Other 

systems, such as Mask R-CNN, conduct (OB) Object 

Detection and segmentation methods by combining 

convolutional layers with other types of layers (such as 

fully connected layers and region proposal networks). 

 

 

Fig. 2. The proposed segmentation model with encoder and decoder 

layers.  

At first, the encoder part uses the convolved operation 

with a filter of size 3×3 on the input feature map. To 

generate a new feature map, this filter glides over the 

input feature map and executes element-wise 

multiplication and summation operations. A pooling 

operation with a size of 2×2 and a stride size of 2 is used. 

By grouping neighboring features, pooling methods 

minimize the spatial dimensions of feature maps. In this 

scenario, the pooling procedure with a size of 2×2 and 

stride size of 2 decreases the feature map’s spatial 

Original CT 

Scan 

Lung Mask  
Annotation 

COVID-19 Mask 

Annotation 
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dimensions by a factor of 2. This method is repeated for 

all non-overlapping regions in the feature map, yielding a 

new feature map with smaller spatial dimensions. The 

most important goal for the encoder part is that the 

combination of the 3×3 convolution operation with the 

pooling operation aids in the extraction and aggregation 

of essential features from the input data while also 

lowering the spatial dimensions of the feature maps to 

improve the efficiency of future calculations. Fig. 2 

shows the decoder is often followed by an upsampling 

process that uses transposed convolutions to transfer the 

low-resolution feature maps to a higher resolution. 

Transposed convolutions are often referred to as 

deconvolutions or fractionally strided convolutions. 

The model is made up of eight blocks that capture 

spatial data from CT scans. The operation was repeated 

four times in an encoder. The number of convolution 

layers in each encoder and decoder design block was 

increased in this study. Fig. 3 depicts the passage of the 

input picture via the encoder pipeline. Each block defines 

the procedure as well as the number of convolution layers 

used. 

 

 

Fig. 3. Encoder block within the normalization layer. 

Fig. 2 depicts the N-UNet design in further detail. The 

input picture is convolved using batch normalization and 

a nonlinear function to reduce the number of channels. A 

max-pooling process is then done to generate a pooled 

feature map. The encoder route repeats this sequence of 

actions four times to reduce the amount of the input. The 

softmax activation function is generally used in the last 

layer of a semantic segmentation model to convert the 

model’s output into a probability distribution across the 

multiple class labels. 

A popular strategy in the context of U-Net is to utilize 

Batch Normalization (BN) to equalize the input to each 

layer. This can help to stabilize the training process and 

prevent overfitting. However, when training with large 

batch sizes, BN can introduce issues with the batch 

statistics used for normalization, which can have a 

negative impact on performance. One option for scaling 

U-Net to bigger batch sizes is to utilize Group 

Normalization (GN). Our N-UNet used a batch 

normalization layer as described in Fig. 3. It is a 

normalization algorithm that has been proven to function 

well in high-batch-size situations and may be used to 

replace BN in CNN systems. Another method for scaling 

U-Net is to employ mixed-precision training, which 

entails utilizing lower-precision floating point 

representations for portions of the model’s calculations. 

This can greatly reduce training memory consumption 

and computational cost, allowing for bigger batch sizes 

without running out of memory or surpassing computing 

resource restrictions. 

 

 

Fig. 4. Layer block with encoder–decoder connection. 

The transposed convolution operation applies a filter 

(also known as a kernel or weight matrix) to each pixel in 

the input feature map during the upsampling process and 

returns a bigger feature map with the appropriate spatial 

resolution. The quantity of upsampling is determined by 

the size of the transposed convolutional filter. Fig. 4 

illustrates layer block with encoder–decoder connection 

with the filter in this example is 2×2. It resulting in a 

doubling of the spatial dimensions of the feature map. 

The upsample operation was then followed by two 

convolution layers of size 3×3. The Feature Map (FM) 

from the decoder’s last block performs a 1×1 convolution 

operation, yielding a Segmentation Map (SM) of the 

same size as the input image. The process mechanism is 

summarized as follows: 
1) The revised model is utilized. Before each 

nonlinear function, batch normalization is 
performed. Batch normalization has no place in a 
traditional U-Net network. It operates by 
normalizing a specific layer’s activations over a 
batch of training data so that the mean activation 
is near zero and the standard deviation is close to 
one. This can assist in limiting the influence of 
disappearing or expanding gradients, as well as 
regularizing the model by minimizing the impact 
of tiny changes in the input. 

2) Each encoder structure has two convolution layers 
added to it. The network can learn to extract 
increasingly abstract and sophisticated 
characteristics as the input is downsampled by 
adding convolution layers to each encoder block. 
As the input is downsampled, the network may 
learn to extract increasingly abstract and 
sophisticated information. 

3) Each block of the decoder circuit has the same 
number of convolution layers. This contributes to 
the network's ability to reconstruct the input with 
the same level of detail and complexity as the 
encoder. The network may learn to upsample the 
features while preserving the structure and content 
of the original input by employing the same 
number of convolution layers in the decoder. 

4) Weight settings are the parameters that the 
network learns during training and that govern the 

Journal of Image and Graphics, Vol. 12, No. 1, 2024

70



network’s behavior. This architecture may be able 
to understand more complicated and subtle 
correlations between input and output data by 
having more weight settings, which might lead to 
improved performance on specific tasks. 

The Batch U-Net employed eight blocks, four of which 

formed the downsampling path and four of which 

comprised the upsampling path. In general, each encoder 

and decoder pipeline block include two fundamental 

components: 
1) Batch normalization: This process normalizes the 

activation function’s input, making the network 
more resistant to variations in input distribution 
and speeding up training. It aids in preventing the 
internal covariate shift problem, which can arise in 
deep networks. 

2) The ReLU activation function adds nonlinearity to 
the network, helping it to learn complicated 
representations of the input data. 

The Rectified Linear Unit (ReLU) simply sets negative 

numbers to zero while leaving positive ones alone. The 

use of max-pooling for downsampling is a common 

technique in convolutional neural networks for image 

processing. Max-pooling reduces the spatial dimensions 

of the feature maps by taking the maximum value within 

a fixed window size. Max-pooling is applied after each 

block to downsample the feature maps by a factor of 2 in 

each spatial dimension. The output of each block, which 

consists of convolution layers produced prior to the 

pooling process in the encoder, is transferred to the 

appropriate decoder block through a skip link. Using skip 

connections, the encoder route’s feature maps are 

concatenated with the decoder route’s upsampled feature 

maps at the respective scales. This allows the decoder to 

retrieve spatial information from the input picture that 

was lost during the encoder’s downsampling, boosting 

the network’s segmentation accuracy. It is also an 

important part of the encoder–decoder design. Skip 

connections allow the decoder to retrieve spatial features 

from the input picture that were lost during the encoder’s 

downsampling, boosting overall segmentation or 

reconstruction accuracy. Before being transmitted to the 

next block in the decoder pipeline, the concatenated 

feature maps are generally processed by a sequence of 

convolution layers, followed by batch normalization and 

ReLU activation functions. The size and number of 

convolution layers can be adjusted based on the task’s 

difficulty and the size of the input picture. The 

convolution layer can be represented as S, while the 

feature map is denoted by f and the layer number is 

denoted by n. The bias term b is a model parameter that 

indicates the intercept or offset of the linear equation. The 

feature map in the first layer f1 derives from convolving 

the input matrix by a kernel M1. The feature map number 

is denoted by i in Eq. (1). And before the filtered output 

is transmitted to the convolution layer, a nonlinear 

function denoted as f(y) is applied to it, where X denotes 

the input neuron. 

( )1 1 1 1
1, 2,..., ,

n n
S f b M X i f fi i i

−
= +  =       (1) 

The first convolution layer S1 convolves the input layer 

x with a weight matrix to create a Feature Map (FM), 

such as Eq. (2). The f1 feature map is created by sliding 

across the input matrix’s different points based on the 

stride value. Because the weight parameters are shared 

across all infection classes (ground-glass opacity (GGO), 

consolidation) in our dataset, they are retrieved in this 

manner. As a consequence, the layer obtains equivariance 

and is no longer affected by image changes. To extract 

features, many layers turn the input data into higher-level 

representations that capture more complicated and 

abstract properties. These layers are made up of 

connected neurons, and each neuron modifies its input 

linearly before applying a non-linear activation function. 

( )1 11 1, 2,..., ,1
n n n nnS f b M X i f fi i ix

−−= +  = =   (2) 

The mean mini-batch b  and mini-batch variance 
2

B  

were used in [32], along with batch normalization in 

Eq. (3). We can use much higher learning rates while 

being less cautious about initialization because they are 

criteria that can be learned. If a fluctuation in input 

distribution is required for the model to learn a specific 

class better, the layers learn the optimal scaling 

factor gamma (γ) and offset beta (β) values for each mini-

batch. 
^

2

i b

b

x
x



 

−
=

+
                                (3) 

To stabilize the learning process and decrease the 

number of epochs, batch normalization is often inserted 

between the convolutional and ReLU layers. The batch 

normalization is performed after each convolutional layer 

to minimize the internal covariate shift, which 

considerably enhances the network’s learning efficiency. 

IV. RESULT AND DISCUSSION 

The outcomes in detail present both quantitative results 

produced with the N-UNet model and a quantitative 

comparison of two popular algorithms (SegNet and U-

Net) with the improved model. The Segmentation 

Evaluation Index (SEI) is a quantitative indicator for 

evaluating the efficacy of image segmentation algorithms. 

It is a synthesis of numerous indicators that provides an 

overall assessment of the model’s performance. 

Furthermore, in comparison to the other models in our 

study, we obtained good segmentation when compared to 

the ground truth. We used accuracy to evaluate the 

network; it computes the ratio of the sum of true positive 

and true negative predictions to the total number of 

predicted values (both true and false). The F1 score is 

simply one of many possible assessment metrics for 

models. Fig. 5 shows the accuracy, area under the 

receiver operating characteristic curve metrics (ROC), 

and area under the precision–recall curve (AUC) for both 

models. 

The proposed method used to segment the infection 

was a successful improvement as a result of the 
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improvements we applied for intense learning in the 

baseline algorithm U-Net. 

The model’s evaluation metric findings, displayed in 

Table I, further demonstrate the soundness and robustness 

of the proposed technique. Based on these data, we can 

conclude that the proposed strategy outperforms both the 

baseline U-Net approach and other cutting-edge 

methodologies. 

Table II displays the quantitative results of the 

suggested model and the baseline approach U-Net. The 

comparative results of other models described in Table II 

show the Dice coefficient, sensitivity, and F1-score. The 

normalized U-Net achieves 0.8284 for the Dice 

coefficient, 0.8096 for sensitivity, and 0.8357 for F1-

score. 

TABLE I. ACCURACY OF OUR N-UNET IN COMPARISON WITH OTHER 

STATE-OF-THE-ART MODELS 

Algorithms 
Na/ 

images 
CT or X-ray ACC 

COVIDX-Net [12] 50 X-ray 90.00% 

Deep convolutional 
neural network 

(CNN) [21] 

16,040 CT 93.26% 

-Random forest 

classifier 
-Logistic regression 

[24] 

1848 CT 

92% severe 

class 
79% severe 

class 

Multi-task learning 

[33] 

1396 

100 
CT 

91.03% E1 

95.23% E2 

DRE-Net [34] - Chest CT 86% 

ResNet with location 
attention [35] 

- CT-COVID-19 86.7% 

Our U-Net 1613 
U-Net 

Segmentation 
95.78% 

Our SegNet 1613 Segmentation 91.65% 

Our N-UNet 1613 
Normalized U-Net 

Segmentation 
97.04% 

TABLE II. COMPARATIVE RESULTS OF THE SUGGESTED MODELS WITH 

N-UNET MODEL 

Model Dice Sen F1-Score 

MSDC-Net [2] 0.824 0.811 - 

DDANET [11] 0.77 0.88 - 

Deep learning algorithm [20] 0.75 0.88 0.77 

ADIDUNET 
UNET 

SegNet [25] 

0.8031 
0.7998 

0.7408 

0.7973 
0.8052 

0.7608 

0.8200 
0.8154 

0.7558 

Encoder-Decoder Architecture [36] 0.786 0.711 - 

SegNet C1 multi segmentor 
UNET C1 multi segmentor [37] 

0.479 
0.483 

0.638 
0.804 

0.562 
0.636 

N-UNet 0.8284 0.8096 0.8357 

TABLE III. COMPARISON OF TEST RESULTS BETWEEN EXISTING 

MODELS AND PROPOSED MODEL ON COVID-19 CHEST CT 

SEGMENTATION DATASET [37] 

Algorithm Dice_coef Sens Spec 

TV-UNet [7] 80.1% 80.8% 96.0% 
DenseNet [17] 74.34% 78.35% 91.43% 

U-Net [29] 74.03% 76.51% 97.34% 

SegNet [30] 71.12% 78.07% 95.23% 
N-UNet 81.453% 82.254% 97.687% 

 

Table III shows the comparison results for different 

models trained on public datasets [37]. The N-UNet 

model’s performance is compared with many other 

approaches in terms of sensitivity, specificity, and the 

Dice coefficient for the GG-mask on the COVID-

SemiSeg dataset. The best performance is given in bold 

text. We trained three different networks as described in 

Table III: SegNet, U-Net, and N-UNet. 

Four semantic segmentation models are used to 

compare with our model, Normalized U-Net, as 

represented in Table III. Our N-UNet outperforms the 

compared networks in teams of the Dice coefficient, 

sensitivity, and specificity, with values of 81.0%, 82.25%, 

and 97.68%, respectively. 

 
(a) 

 
(b) 

 
(c) 
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(d) 

Fig. 5. SegNet, U-Net, and N-UNet training accuracy and ROC curve. 

Four plots of training and accuracy for the optimal configuration of each 
model. (a) refers to a separate U-Net, where the SegNet model has 

accuracy of 91.65% and U-Net has accuracy of 95.78%. (b) reflects a 

more accurate N-UNet model with accuracy of 97.04%. In our 
investigation, we achieved good segmentation results when compared to 

other state-of-the-art models in our study. (c) shows the deep learning 

(N-UNet and SegNet) algorithm’s receiver operating characteristic plots 
for COVID-19 identification. (d) shows the performance for three 

algorithm’s receiver operating characteristic plots for COVID-19 
identification. 

 
(a) 

 

 
(b) 

 
(c) 

 

 
(d) 

 

 
(e) 
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(f) 

Fig. 6. Comparative results (a)–(f) of the proposed network utilizing N-
UNet, U-Net, and SegNet segmentations. 

Because of the changes we incorporated for intense 

learning in the baseline technique U-Net. the 

recommended strategy utilized to segment the infection 

was a successful improvement. The model involved data 

augmentation and tuning of the main settings for the 

algorithm hyperparameters, such as the learning rate, 

batch size, regularization strength, and number of hidden 

layers. Fig. 6 presents some examples of the data 

obtained in order to evaluate the effectiveness of the 

suggested method for segmenting lung infection lesions. 

V. CONCLUSION 

This paper proposes a deep normalized U-Net model-

based CNN for detecting COVID-19 in a CT scan dataset 

that scales up with a normalized layer. The proposed N-

UNet method was implemented and compared to several 

current CNN architectures and techniques reported in the 

literature to assess it. Scaling U-Net entails a combination 

of optimization approaches and architectural changes 

appropriate to the individual work at hand and the 

computational resources available. Normalization 

methods such as GN or IN, mixed precision training, and 

data augmentation to expand the size of the training 

dataset are some of the most frequent strategies. The 

learning curves were used to assess the robustness of the 

proposed system. Furthermore, the proposed normalized 

technique was compared to other recent systems, and the 

results show that the proposed model outperforms the 

others. Normalized upscaling of the model with fine-

tuning had a great impact on developing the segment 

lesions properly. As a consequence, our proposed N-

UNet approach can aid in the rapid identification, testing, 

and quantification of COVID-19-infected areas while 

also improving overall detection of the lesions. 
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