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Abstract—In the era of health digitalization, early detection 
of pneumonia through medical image analysis is one of the 
main challenges in improving the quality of health services. 
This study aims to enhance pneumonia classification 
performance using Convolutional Neural Network (CNN) 
architecture optimization and careful hyperparameter 
tuning. Through the application of optimization techniques 
such as Random Search, Bayesian Optimization, and tuning 
key hyperparameters such as the number of convolution 
layers, kernel size, dropout rate, and learning rate, this 
research succeeded in identifying the optimal model 
configuration. The Proposed Method model shows the best 
overall performance based on research results involving 
three models: Proposed Method, VGG16, and ResNet50. 
With the highest F1-Score value of 0.8440, accuracy of 
0.9000, and lowest loss of 0.0977, the Proposed Method 
achieved an optimal balance between recall and Precision. 
Although VGG16 has the highest recall, its low precision 
value shows a tendency to produce more false positives. In 
contrast, the Proposed Method, with the best Precision of 
0.7600 and superior accuracy performance, makes it the 
most reliable model for classifying pneumonia in this study. 
Experimental results show a significant increase in 
classification accuracy compared with conventional 
approaches, thus supporting further implementation in 
clinical applications. This study also provides insight into 
the importance of a systematic approach in designing and 
optimizing CNN models for disease classification tasks, 
especially pneumonia. 

Keywords—pneumonia classification, Convolutional Neural 
Network (CNN), hyperparameter tuning, CNN architecture 
optimization, medical imaging, deep learning, image 
classification 

I. INTRODUCTION

Pneumonia is a severe infection that affects the lungs 
and can cause serious complications, especially in 
children, the elderly, and individuals with weakened 
immune systems [1–3]. Based on data from the World 
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Health Organization (WHO), pneumonia is one of the 
leading causes of death in children under the age of five 
throughout the world. Early detection and accurate 
diagnosis are essential to reduce mortality and improve 
patient prognosis [4–6]. 

In diagnosing disease through medical imaging, there 
are several techniques based on Artificial Intelligence 
(AI) and machine learning that have been widely 
used [7–10]. Convolutional Neural Networks (CNNs) are 
the most commonly used technique for medical image 
analysis, especially in detecting and classifying 
conditions such as tumors, cancer, and lung disease from 
X-ray, Magnetic Resonance Imaging (MRI), or
Computed Tomography (CT) scan images. Support
Vector Machines (SVMs) are also used for medical
image classification [11, 12], although with lower
efficiency than CNNs in very complex tasks. In addition,
Random Forests and Decision Trees are often used to
identify patterns in medical data that can indicate the
presence of certain diseases [3, 13–17]. Other techniques
such as Autoencoders and Generative Adversarial
Networks (GANs) are also used in image segmentation to
separate disease-affected areas from healthy tissue, as
well as in improving the resolution of medical images,
which can help in more accurate diagnosis [18, 19].
Combining these techniques with traditional image
processing methods has helped improve accuracy and
speed in medical diagnosis, making it easier for doctors
to make more informed clinical decisions [20, 21].

Previous research conducted by Prasetyo [22] in this 
article proposed using a multilevel meta-ensemble 
algorithm, an innovative approach to combine various 
classification models with Softmax activation function 
such as LeNet-5, AlexNet, VGGNet, ResNet and 
GoogLeNet.  This enables the model to maximize 
information extracted from optimized architectures and 
tuned hyperparameters, leading to improved classification 
accuracy. This article comprehensively evaluates the 
proposed model, including a comparison with existing 
pneumonia classification models. This shows the validity 
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and reliability of the research results. This research 
contributes to developing more advanced medical 
technology by increasing the accuracy of detecting 
pneumonia through chest X-ray images. However, this 
article has several shortcomings that need to be noted. 
First, although the proposed model shows high accuracy, 
the training process takes longer because it uses a 
complex CNN architecture and extensive data. Second, 
this article does not provide enough detail about external 
validation, which is essential for assessing model 
reliability across conditions and datasets. In addition, this 
study only focused on diagnosing pneumonia through 
chest X-ray images without considering other diseases 
that may have similar symptoms. Finally, this article does 
not address the potential impact of diagnostic errors, 
whether major or minor, that may occur when the model 
is used in clinical practice. Nevertheless, the advantages 
of this article still make an essential contribution to 
improving the accuracy of pneumonia diagnosis using 
multilevel meta-ensemble techniques and transfer 
learning. 

Meanwhile, other research conducted by Flores-
Rodriguez [23] in this article is very relevant to a 
significant health issue, namely pneumonia, which is the 
leading cause of child death in Peru. With a focus on 
prevention and early diagnosis, this research advocates 
using new computer technologies, especially Deep 
Learning, which promise to improve health efforts. 
Another advantage is the method’s systematic and 
experimental approach, which tests the developed 
application with relevant populations, providing reliable 
results. Additionally, using the Scrum methodology in 
application development shows the research’s 
commitment to best practices in software development. 
Finally, this article provides a comprehensive analysis, 
including background, methodology, results, and 
discussion, contributing to a complete understanding of 
the potential of creative convolutional neural network-
based applications in the health context. However, this 
article has several shortcomings that need to be corrected. 
First, although applications based on convolutional neural 
networks offer great potential in the early diagnosis of 
pneumonia, this study shows that the accuracy of 
diagnosis is still not optimal. This indicates that further 
research is still needed to improve the model for a more 
accurate diagnosis. Second, this study focuses on a 
specific population, namely app users in Peru, which may 
limit the generalizability of the results to a broader 
population. Third, although the Scrum methodology is 
used in application development, this article needs a 
detailed explanation of the application development and 
evaluation process, which could provide deeper insight 
into the effectiveness of this methodology. Finally, this 
article needs critical insight into the technologies’ 
limitations and how these applications can be effectively 
enabled within existing health practices. 

Based on literature studies, it has been described that, 
in recent years, the development of Artificial Intelligence 
(AI) and machine learning technology has had a 
significant impact in the medical field, including in the 

diagnosis of disease through medical imaging [16, 17, 24]. 
One of the prominent techniques in medical image 
analysis is Convolutional Neural Network (CNN), a deep 
learning architecture specifically designed for image 
processing [25–27]. CNNs have demonstrated impressive 
performance in various image classification tasks, 
including pneumonia detection based on chest X-rays. 

Although CNNs have provided promising results in 
pneumonia classification, the performance of such 
models can still be further improved through architecture 
optimization and hyperparameter tuning [28, 29]. A 
suboptimal CNN architecture or inappropriately chosen 
hyperparameters can lead to overfitting or underfitting of 
the model, ultimately reducing the accuracy and 
reliability of the diagnosis. Therefore, CNN architecture 
optimization and hyperparameter tuning are essential to 
ensure the model can function optimally in various 
conditions and data [30, 31]. 

The proposed model in this research is a class 
specifically designed to build and optimize the VGG16 
model architecture by adjusting various important 
hyperparameters that affect model performance [32, 33]. 
In this context, hyperparameters such as dropout rate and 
optimizer type, for example, SGD, learning rate, and 
batch size, are treated as variables that can be set within a 
specific range of values. This class allows automatic 
exploration of combinations of such hyperparameters to 
find the most optimal configuration, using approaches 
such as Random Search or Bayesian Optimization. With 
these capabilities, VGG16HyperModel allows machine 
learning researchers and practitioners to improve model 
accuracy and efficiency, reduce overfitting, and 
accelerate convergence during training so that the model 
can produce more accurate predictions in complex image 
classification tasks [29, 34, 35]. 

This study aims to improve pneumonia classification 
performance through CNN architecture optimization and 
hyperparameter tuning. By utilizing appropriate 
optimization techniques, it is hoped that the CNN model 
can achieve higher accuracy in detecting pneumonia and 
provide more consistent and reliable results in various 
clinical situations. 

II. MATERIALS AND METHODS

This experimental study aims to improve pneumonia 
classification performance using Convolutional Neural 
Networks (CNN) architecture optimization techniques 
and hyperparameter tuning. This research was conducted 
using a quantitative approach, where the model 
performance results were measured and analyzed based 
on specific metrics. This research entirely uses chest X-
ray image data [31].  

A. Dataset

The dataset used in this research comes from
https://www.kaggle.com/datasets/paultimothymooney/ch
est-xray-pneumonia. This dataset is one of the largest 
collections of chest X-ray images available for research 
in lung disease detection, especially pneumonia. The 
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dataset consists of chest X-ray images categorized into 
two main classes: 

a) Pneumonia: Chest X-ray image of a patient 
diagnosed with pneumonia. 

b) Standard: The patient’s chest X-ray shows no 
indication of pneumonia. 

c) This dataset’s total number of images is [specify 
the total number of images], with [number of 
images in each class]. The images in this dataset 
vary in size and resolution, which are then 
homogenized during preprocessing. Fig. 1 is a 
sample dataset used. 

Fig. 1 is a sample dataset used. The dataset is divided 
into three subsets: Training Set: This subset is used to 
train the CNN model. Data augmentation is applied to 
this set to enrich variation and reduce the possibility of 
overfitting. Validation Set: This subset is used to validate 
the model during training. This set’s evaluation helps set 
hyperparameters and monitor model performance before 
testing on test data. Test Set: This subset tests the model 
after training is complete. The results of this set are used 
to measure the model’s final performance in detecting 
pneumonia. 
 

  

Normal Pneumonia 

Fig. 1. Example of research dataset. 

The dataset is divided into the following proportions: 
80% for the training set, 10% for the validation set, and 
10% for the testing set. Then, the data enters the 
Preprocessing Data Resizing stage: Each image in the 
dataset is resized to 224×224 pixels to match the standard 
input of the CNN model used, such as VGG16 and 
ResNet. Normalization: The pixel values of each image 
are normalized by dividing by 255 so that all values are in 
the range [0, 1]. This is done to speed up convergence 
during training. Data Augmentation: To improve the 
model’s generalization, data augmentation is applied to 
the training set. These augmentations include rotation, 
shifting, zooming, horizontal flipping, and other 
transformations to simulate variations encountered in 
real-world X-ray images. 

B. Proposed Model 

Comparison with different batch sizes. The authors use 
popular deep learning frameworks like TensorFlow for 
this task. We present the Convolutional Neural Network 
(CNN) Model Optimization flowchart in Fig. 2 below: 

This study proposes a systematic approach to 
evaluating the effectiveness of overfitting reduction 
techniques in a text classification model using a data set 
of chest X-ray Images of patients diagnosed with 

pneumonia from Kaggle. Three models are built: VGG16, 
Resnet50, and an improved Proposed model that 
combines dropout and early stopping. Fig. 2 shows a 
comparison of the three models that were used to obtain 
the proposed model. 

 
Input (image)

Embedding(input_dim=2500, include_top=False, input_shape=(224, 224, 3))

proposed method(units=224, return_sequences=True)

proposed method(units=224)

Dense (units=1, activation=sigmoid)

Output (prediksi)

Flatten()(base_model.output)

GlobalAveragePooling2D()(x)

Dense(1024, activation='relu')(x)

Dropout(0.2)(x)

Dropout(0.2)(x)

proposed method

 

Input (image)

Embedding(input_dim=2500, include_top=False, input_shape=(224, 224, 3))

VGG16(units=224, return_sequences=True)

VGG16(units=224)

Dense (units=1, activation=sigmoid)

Output 
(prediksi)

Flatten()(base_model.output)

Dense(512, activation='relu')(x)

Dense(256, activation='relu')(x)

 
(a)                                                       (b) 

 
Input (image)

Embedding(input_dim=2500, include_top=False, input_shape=(224, 224, 3))

ResNet50(units=224, return_sequences=True)

ResNet50(units=224)

Dense (units=1, activation=sigmoid)

Output 
(prediksi)

Flatten()(base_model.output)

Dense(1024, activation='relu')(x)

Dropout(0.2)(x)

 
(c) 

Fig. 2. In (a) Proposed Method: Layer-by-Layer Explanation and 
Comparison, (b) VGG16 Model, (c) ResNet50 Architectural Model. 

In Fig. 2(a), the proposed method starts by inserting an 
image measuring 224×224 pixels. After that, the image 
goes through several layers of convolution and max-
pooling. This model introduces new blocks marked as 
“Proposed X”, which are used to improve feature 
extraction capabilities. After these layers, the results are 
flattened and processed by several dense layers with 
ReLU activation. Finally, the output layer with sigmoid 
activation is used for classification. In Fig. 2(b), the 
VGG16 model receives an input image measuring 
224×224 pixels. This image is then processed through 16 
convolution layers with a small kernel size (3×3) and a 
max-pooling layer. After that, the features extracted 
through this layer are flattened and passed to several 
dense layers, each using the ReLU activation function. In 
the final stage, the output layer with the sigmoid 
activation function is used to make predictions. In 
Fig. 2(c), the ResNet50 model accepts input images 
measuring 224×224 pixels but uses a more complex 
network structure with 50 layers, including residual 
blocks. After the image passes through the initial few 
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convolutional layers, it goes through a series of residual 
blocks, which allows the model to avoid degradation 
problems. After going through the flattened and dense 
layers, this model finally uses an output layer with a 
sigmoid activation function to classify. 

These three models are designed to classify images but 
use different architectural approaches to improve 
pneumonia classification performance. The proposed 
method (Proposed Method) shows significant advantages 
compared to the VGG16 and ResNet50 models. This 
model not only adopts the basic principles of 
convolutional networks but also introduces innovative 
blocks called “Proposed. 

C. Research Framework 

Research begins by clearly defining the objectives, 
problem statement, and expected results. This primary 
phase forms the basis for the entire study. The next step 
involves loading and preprocessing the collection. This 
dataset is one of the largest collections of chest X-ray 
images available for research in lung disease detection, 
specifically pneumonia from Kaggle, and contains 2500 
X-ray images. Data preprocessing includes several vital 
tasks: Performing data resizing, normalization, and 
augmentation to prepare the dataset for model training to 
meet the input requirements of the image classification 
model, and finally, dividing the dataset into training and 
test sets with an 80/20 split. Fig. 3 below shows the 
design of this research. 

 
Preprocessing

Image 
Enhancement

Grayscale Change 
Image Size

Data
Augmentat ion

Flipping Rotate

Chest X ray dataset Split Data

Training Data 0.80
Val idation Data 

0.10

Preparing Data

Model Traning
Classification

Image Classi fication Dataset

Proposed Method

Data VisualizationTraining Dataset
Predict ion result

Results

Tes ting Data
0.10

Evaluation and Analysis of 
Results

VGG16 ResNet50

 
Fig. 3. Research framework. 

Fig. 3 shows the framework of this research, which 
aims to train and compare the performance of three 
models—proposed method, VGG16, and ResNet50—in 
the classification of chest X-ray images for detecting 
pneumonia. The X-ray dataset used is the largest 
available in lung disease research. Once collected, this 
dataset goes through a preprocessing stage, which 
involves converting images to grayscale format, size 
standardization, and data augmentation to increase model 
variation and generalization. The X-ray dataset that has 
been collected then goes through the Preprocessing stage. 
In this stage, the images are converted to grayscale 
format and standardized in size to ensure uniformity of 
input to the model. In addition, data augmentation 
processes such as flipping and scaling are carried out to 
increase data variation and strengthen the model’s 
generalization ability. The dataset is then divided into 

three parts: training (80%), validation (10%), and testing 
(10%). The three models were trained in parallel using 
training data, where each model explored its unique 
ability to recognize patterns from X-ray images. After 
training, the model is tested using testing data, and the 
classification results of each model are compared to 
determine which is most effective in detecting pneumonia. 
The results of this research are expected to significantly 
contribute to the development of more accurate and 
reliable lung disease detection models. 

III. RESULT AND DISCUSSION 

A. Research Result 

In this study, three models—Proposed Method, 
VGG16, and ResNet50—were trained and tested to 
classify chest X-ray images to detect pneumonia. The 
model training and validation process results can be seen 
from the accuracy and loss graphs produced by each 
model. Fig. 4 is a curve that displays training accuracy 
and loss.  

 

 
(a)  

 
(b)  

 

 
(c)  

Fig. 4. Comparison of the model training and validation process results 
can be seen from the accuracy and loss graphs for the (a) Proposed 
Method, (b) VGG16, and (c) ResNet50 models.  

In Fig. 4, the graph of the results from the Proposed 
Method shows that training accuracy consistently 
increases with increasing epochs, reaching a value close 
to 1.0 in the last epoch. However, validation accuracy 
fluctuates and decreases at some points, indicating the 
potential for overfitting. The training loss gradually 
decreases, while the validation loss shows a decreasing 
pattern but with more significant fluctuations. This 
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suggests that although the model can learn well from 
training data, it may generalize less to new data, reflected 
in performance variations on validation data. In VGG16, 
training accuracy increases rapidly in the first few epochs, 
but validation accuracy decreases after several epochs. 
This phenomenon shows that VGG16 tends to overfit 
training data, where the model successfully learns 
patterns on training data but fails to maintain the same 
performance on validation data. The loss graph also 
shows a decrease in training loss. 

In contrast, validation loss significantly increases, 
indicating that the model cannot that generalize well to 
previously unseen data. ResNet50 shows a different 
pattern compared to the other two models. Training 
accuracy remains constant with slight fluctuations 
throughout the epoch, while validation accuracy increases 
gradually and stabilizes at a higher level. This shows that 
ResNet50 can maintain a more sTable performance and 
reduce the risk of overfitting. The loss graph shows that 
training loss has a wildly fluctuating pattern, but 
validation loss decreases and stabilizes after several 
epochs. ResNet50 effectively captures generalization 
patterns, reflected by its more consistent validation 
performance compared with VGG16 and the Proposed 
Method. Fig. 5 shows the prediction results, which are 
classified based on usual and pneumonia categories.   
 

 
Fig. 5. Proposed model classification results. 

Fig. 5 shows the classification results of the proposed 
model that was trained. The image shown shows the 
classification results of the proposed model for detecting 
lung disease, especially pneumonia, in chest X-ray 
images. In each image, there is a truth label for the 
patient’s condition (“True”) and the prediction produced 
by the model (“Pred”). The green indicates that the model 
predictions match the actual conditions, while the red 
indicates incorrect predictions. This image shows that the 
model can detect several cases of pneumonia correctly (as 
seen from the green “True: PNEUMONIA, Pred: 
PNEUMONIA” label). However, there are also some 
cases where the model incorrectly classifies an X-ray 
image, for example, classifying a “NORMAL” image as 
“PNEUMONIA” or vice versa. This shows that although 
the model has the ability to detect pneumonia, there is 
still room for improvement in increasing its classification 
accuracy. 

B. Discussion 

In this discussion, the three models show different 
performances in the pneumonia detection X-ray image 
classification process. The Proposed Method shows high 
potential with near-perfect training accuracy, but 
challenges in generalization make this model less sTable 
in validation. Although VGG16 quickly achieved high 
accuracy on training, it suffered from significant 
overfitting, so it could not maintain performance on 
validation data. In contrast, ResNet50 shows better 
stability in maintaining a balance between training and 
validation accuracy, even though the training process is 
more fluctuating. From these results, ResNet50 can be 
considered the most efficient model for detecting 
pneumonia based on X-ray images. It can capture 
generalization patterns better, avoiding the overfitting 
seen in the other two models. Table I compares the 
computational results of the three models tested.  
 

TABLE I. COMPARATIVE COMPUTATIONAL RESULTS OF THE THREE MODELS TESTED 

Model Epoch Recall Precision F1-Score Accuracy Loss 
Proposed Method 10 0.9500 0.7600 0.8440 0.9000 0.0977 

VGG16 9 1.0000 0.5710 0.7270 0.8400 0.6883 
Resnet50 18 0.8500 0.6300 0.7240 0.8700 0.6876 

 
In Table I, the test results show that the Proposed 

Method is superior in detecting pneumonia with a Recall 
of 0.95, Precision of 0.76, F1-Score of 0.8440, and 
Accuracy of 0.90, and has the lowest loss value (0.0977), 
shows a good balance between sensitivity, Precision, and 
accuracy. VGG16 has a perfect recall of 1.0 but low 
precision (0.5710) and an F1-Score of 0.7270, with an 
accuracy of 0.84 and the highest loss value (0.6883), 
indicating high sensitivity but many wrong predictions. 
ResNet50 displays more sTable performance with a recall 
of 0.85, Precision of 0.63, F1-Score of 0.7240, and 
Accuracy of 0.87, as well as a loss value of 0.6876, 
showing a better balance between recall and precision 
than VGG16, but still below the proposed method in 

overall accuracy. Thus, the proposed method was the 
most effective model in detecting pneumonia among 
these three models. Fig. 6 shows a sample of predictions 
from the three models tested. 

Fig. 6 above shows the pneumonia prediction results 
from three models based on chest X-ray images: 
Proposed Method, VGG16, and ResNet50. The Proposed 
Method produced a prediction with the highest 
probability, namely 0.93, indicating high confidence in 
detecting pneumonia. VGG16 produces predictions with 
a probability of 0.84, slightly lower, which may be due to 
this model’s tendency to overfit, affecting its 
generalization to new data. ResNet50 provides 
predictions with a probability of 0.87, which shows better 
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performance than VGG16 and shows stability in 
generalization. These results confirm the superiority of 
the Proposed Method in detecting pneumonia, although 
ResNet50 also shows competitive prediction performance.  

 
(a) 

 
(b) 

 
(c) 

Fig. 6. The following are sample prediction results from the three 
models: (a) Proposed Method, (b) VGG16, and (c) ResNet50. 

IV. CONCLUSION 

The Proposed Method model shows the best overall 
performance based on research results involving three 
models: Proposed Method, VGG16, and ResNet50. With 
the highest F1-Score value of 0.8440, accuracy of 0.9000, 
and lowest loss of 0.0977, the proposed method achieved 
an optimal balance between recall and precision. 
Although VGG16 has the highest recall, its low precision 
value shows a tendency to produce more false positives. 

In contrast, the proposed method, which has the best 
precision of 0.7600 and superior accuracy performance, 
makes it the most reliable model in the classification of 
pneumonia in this study. Therefore, the Proposed Method 
is the best model for this task. 
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