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Abstract—In this study, we propose an enhanced object 
detection framework by integrating Faster Recurrent 
Convolutional Neural Network (F-RCNN) with a hybrid 
Particle Swarm-Firefly Algorithm (PSFA) for optimization. 
The model aims to improve both detection accuracy and 
computational efficiency for large-scale image datasets. The 
framework begins with preprocessing and segmentation 
using K-means clustering, followed by feature extraction via 
F-RCNN. To optimize the network’s training process, we
incorporate PSFA, leveraging the exploration capabilities of
Particle Swarm Optimization (PSO) and the adaptive
brightness-based search mechanism of the Firefly Algorithm
(FA). The proposed model is evaluated using PASCAL VOC
2007 dataset, COCO dataset and ImageNet dataset. Objects
like car, ship, cat, dog, horse, person etc are focussed and
recognition of the objects in images are done from different
class of objects. The integration of optimization with deep
learning method gives a promising improvement in obtaining 
the objects of various classes. The mean average precision in
detection of objects is evaluated using matlab software tool.
The overall average precision rate achieved is 84.6% for
PASCAL VOC 2007 DS, 86.8% for COCO DS and 87.4% for 
ImageNet DS which is higher compared to other techniques
like faster recurrent convolutional neural network (RCNN),
Mask recurrent convolutional neural network (M-RCNN)
and Region-Based Fully Convolutional Network (R-FCN).

Keyword—K-mean clustering, deep learning, convolutional 
neural network, fast recurrent CNN, particle swarm 
optimization, firefly algorithm 

I. INTRODUCTION

In the fields of image processing and computer vision, 
object detection and recognition are a new and rapidly 
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developing issue. A person can quickly and simply analyse 
an image. With only a single look, humans can 
comprehend images and extract all relevant information 
from them. The images consist of a greater number of 
objects with same class and the positions of the objects are 
located nearly. So, nowadays deep learning methods have 
gained more importance in detection of objects [1]. Large 
variations in the objects that are present in remote sensing 
images need to be recognized in a deeper manner due to 
the visual quality of images and background disturbances 
caused in the images. The machine learning method like 
deep neural networks have been implemented by author 
in [2]. Further region based convolutional neural networks 
have been proposed where it performs convent forward 
pass for every object which appears in the image were each 
layer has its own specific role, hence the process is slow 
and rate of recognition is not found to be effective and for 
the purpose of visual based recognition a spatial pyramid 
type pooling in deep neural networks is proposed in [3]. 

Machine learning based objection detection methods 
are emerging in present scenario, where feature extraction 
and classification plays a key role. Some of the existing 
methods used for extraction of features in histograms of 
gradients [4], deep neural networks [5]. Most of the 
methods follow traditional methods in recognition of 
objects. In this paper, neural networks and meta-heuristic 
techniques is been introduced to improve the detection rate 
and make it fast for the users in applications where the 
model is required. 

The paper provides a deep discussion of existing model 
in section II. The main contribution is integrating hybrid 
optimization model i.e., particle swarm-firefly algorithm 
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with faster recurrent convolutional neural network. This 
paper designs a specific model showing the process of 
object detection using Faster Recurrent Convolutional Neural 
Network Particle Swarm-Firefly Algorithm (FRCNN-PSFA) 
model. The suggested model can be integrated with 6G 
network for improving the detection accuracy by 
leveraging latency and higher bandwidth. The problem 
while processing 6G Internet of Things (IOT) object 
detection is its hardware structure which is very costly 
infrastructure and power utilization is high. The model is 
tested using PASCAL VOC 2007 dataset, MS COCO 
dataset and ImageNet dataset. 

II. RELATED WORK

With ongoing technological advancements, detection of 
objects has been thoroughly and aggressively researched. 
Most early detectors submit their features to a well-trained 
classifier for classification after immediately extracting 
them from the deformable component model. Review on 
object detection conducted by author in [6]. The 
Histogram of Gradient (HOG) model detection [7], 
Region based Convolutional Neural Network (CNN) 
object detection [8]. However, many manually created 
features struggle to satisfy the requirements of the 
application and have poor generalization capabilities. 

Object detection models are performed depending on 
various conditions. The author in [9] suggested detection 
of objects in foggy weather condition. Restoration of 
image is performed. In [10] underwater based sonar 
images are considered. A sliding window pre-processing 
is performed for object detection. The author in [11] 
considered snowfall condition for detection of objects. 

For the classification module to reuse the convolutional 
network features independent of the input image’s 
resolution and increase detection speed, the author in [12] 
later proposed SPPNet by integrating traditional Spatial 
Pyramid Pooling (SPP) into the R-CNN architecture. 
Although Fast R-CNN [13] is an enhancement of SPPNet 
that enables simultaneous training of classification and 
regression tasks, it still depends on external area 
recommendations. Following that, the first detector that 
permits end-to-end training was Faster R-CNN [14]. 
Several aspects of object identification are combined into 
a single deep learning framework by implementing an 
efficient and accurate Region Proposal Network 
(RPN) [15] to generate region suggestions. Furthermore, 
efficient extension techniques have been put out to 
improve the prediction performance even more. 

The study produced significant improvements in mean 
Average Precision (mAP), showing an increase of almost 
30% above the previous state-of-the-art findings on the 
PASCALVOC dataset. The author in [16] introduced a 
technique that combines contextual understanding and 
real-time item detection. Their approach uses Deep Neural 
Networks (DNN) with various parameters to effectively 
identify and recognise things. Faster R-CNN [17] and R-
Fully Convolutional Network (FCN) [18] are the best 
feature maps among object detectors for forecasting 
candidate area proposals of different sizes and aspect 
ratios. However, because the receptive field in the top 

feature map is fixed, objects of different scales clash with 
the fixed receptive field in the natural image, limiting the 
ability to predict objects that are too big or too small and 
potentially impairing object detection performance.  

The author in [19] suggested a review on Object 
Detection Using Deep Learning, CNNs and Vision 
Transformers.  Deep learning techniques are utilized in 
some of the object detection applications. The author 
in [20] utilized sonar images for detection of objects in 
underwater navigation by using GoogleNet CNN model. 
The 6G IOT for future intelligence and automatic object 
detection is proposed by author in [21]. As a core partition 
of future 6G networks, Space-Air-Ground Integrated 
Networks (SAGIN) [22] have been envisioned to provide 
countless real-time intelligent applications. The author 
in [20] suggested the vision of using Fuzzy Logic/ 
Quantum Fuzzy Logic (FL/QFL) in SAGINs and 
presented a few representative applications enabled by the 
integration of FL and QFL in SAGINs.  The author in [23] 
discussed about ccombining edge computing architecture, 
which provides low computing costs and latency, with 
strong Artificial Intelligence (AI) [24] detection and 
prediction skills might result in smart healthcare 
applications. The object detection in healthcare is very 
important model. The roles of 6G in a wide range of 
prospective IoT applications via five key domains, namely 
Healthcare Internet of Things, Vehicular Internet of 
Things and Autonomous Driving, Unmanned Aerial 
Vehicles. To better understand the deep learning concepts 
and stepping into 6G IoT [25]. The use of optimization 
techniques in deep learning is discussed in this paper. The 
enhancement of Deep Learning (DL) and optimization 
model can also be incorporated in IoT model. The 
involvement of optimization techniques in challenging 
tasks help is identifying a solution for the proposed task. 
In this paper a hybrid optimization model is combined 
with deep neural network to achieve the best results in 
object recognition [26]. 

III. METHODOLOGY

The proposed model designed is a combination of deep 
learning and optimization model which effectively 
recognize the objects. Initially the input dataset is pre-
processed, perform segmentation in which the image 
labels can be identified. Further perform feature extraction 
and detect the object. The proceedings of proposed work 
are shown in Fig. 1. 

A. Preprocessing

It is one of the important steps which help in improving
the quality level of image by removing the environmental 
noise present in the image. The images are enhanced using 
sharpening filters for better recognition of objects. In this 
process a Gaussian Filter (GF) [27] is used to remove the 
noise present in the image. Smoothing is performed before 
applying to the filter. The image consists of three colours 
Red Green Blue (RGB) which passes through the GF to 
improve the quality of image. The GF function is given in 
Eq. (1). 
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,ݔ)	ܨܩ (ݕ = 	 ଵଶగఙೣఙ ݁షሾ(ೣషഋೣ)మశ(షഋ)మሿమೣ  (1) 
where x and y are the horizontal and vertical axis distances 
from the center, respectively while μ is the mean value of 
image and σ is standard deviation of the images which 
depend on the pixels of the images. 

Fig. 1. Process flow of proposed model. 

B. Segmentation

After preprocessing the images in the dataset are
properly segmented before fetching to CNN model [28]. 
The segmentation step helps the model to meet the cost 
effectives of the design. In this process two methods are 
utilized for segmentation and is been implemented. One is 
Clustering using K mean and other is regions-based 
segmentation. The output both segmentation techniques 
are combined and fetched the image for FRCNN. 

1) Clustering using K mean
After the completion of pre-processing stage, the

objects need to identified based on the level of intensity, 
colour, and region. A dataset’s components are grouped 
according to how similar they are using the K-means 
approach [29]. Homogeneous colour patches are clustered 
using the k-mean approach, which requires no previous 
knowledge other than the initial number of clusters, k. 
White is the colour when all three values are 255; black is 
the colour when all three values are muted or zero. 
Consequently, we shall obtain a certain pixel colour shade 
by combining these three. The values vary from 0–255 as 
each integer is an 8-bit number. Eq. (2) describes K-means 
clustering, which uses Euclidean distance to determine 
how similar two images are. ED୶୷ = 	ඥ(xଶ − xଵ)ଶ +	(yଶ − yଵ)ଶ  (2) 

where ܦܧ௫௬ is represents the distance between two data 
points x and y respectively. Every cluster in K-mean has a 
centroid. First, each cluster’s centroids are selected at 
random, and the Euclidean distance between each item and 
the cluster centroid is calculated. The object will thus 

become a member of the nearest cluster [30]. When an 
image enters a cluster, the mean is used to determine the 
cluster’s new centroid. This procedure is continued until 
every object in the same cluster is still there. 

2) Region oriented segmentation
Applications for image segmentation are many and

have been used to almost every associated field of image 
processing as well as a wide variety of picture types [31]. 
Two careful task which need to be execute are object 
detection and multi-object detection can be greatly 
improved by working on them simultaneously and passing 
information from one to the other. Using region-based 
segmentation, the commonalities between nearby pixels 
are seen. A separate zone will be formed by pixels that 
have comparable properties [32–33]. In the article, 
reference intensity levels for the area at each pixel are 
compared to neighbouring pixels in a picture. We employ 
similarity metrics, such grey level discrepancies, for areas 
with uniform grey levels. To prevent joining different 
parts of the image, we use connectivity. The neighbouring 
pixel is chosen if the difference, as shown by Eq. (3), is 
less than or equal to the difference threshold. |ܫሾݔ(݅)ሿ − ሾݔ(݆)ሿ| ൏ ܶℎ       (3) 

These segmentation models are performed on the input 
dataset which helps to improve the performance of R-CNN 
model. The task will be easy if the image is segmented as 
the K-Mean groups all the pixel with similar traits which 
helps in identifying significant features. To guarantee that 
the CNN concentrates on the most pertinent characteristics, 
region-based segmentation separates important items or 
regions of interest within an image. 

Input Dataset 

Pre-Processing 

Gaussian Filter 

Segmentation 

K Mean Clustering, 
Region Segmentation 

Feature Extraction 

FRCNN 

Object Detection 

FRCNN-PSFA 
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C. Extraction of Features

The FRCNN model is utilized to extract the features.
Initially input image and the objects which are need to be 
detected are taken as a set and given to faster R-CNN 
network. The feature maps need to be assessed by 
processing the entire image which is given as input with 
all layers of convolutional and pooling layer. As RCNN is 
a region-based method the regions are extracted based on 
the length of fixed vectors. Next step is featuring 
extraction, where the features of RGB image with a fixed 
resolution is forwarded through five layers of 

convolutional and two connected layers. The model of 
FRCNN is shown in Fig. 2. To pass through convolutional 
layers the image data need to be converted to CNN 
compatible data [34]. Our object detection system consists 
of three modules. The first generates category-
independent region proposals. These proposals define the 
set of candidate detections available to our detector. The 
second module is a large convolutional neural network that 
extracts a fixed-length feature vector from each region. 
Finally, third module is we perform classification. The 
entire process is performed on PASCAL VOC 2007 
dataset, MS COCO dataset and ImageNet dataset. 

 

 

Fig. 2. Process flow of Faster-RCNN.

The weights updated by using FRCNN [35] is fed to 
hybrid firefly so that more accurate and better results can 
be obtained. The hybrid model is combination of particle 
swarm and firefly algorithm. The hybrid model is 
discussed in below section. In the faster RCNN anchors 
which are termed as bounding boxes are present. Here 
each object is surrounded with a bounding box. The 
trained data set consists of bounding boxes and which 
works well for the image datasets. The use of bounding 
boxes increases the speed of detecting the object and 
improves in providing high rate of accuracy. The required 
object will be surrounding with a bounding box and the 
feature extraction performed based on the objects, were all 
the similar features of the objects present in the bounding 
boxes are extracted, and regression process is performed 
in different layers so that major feature vectors are 
extracted.  

D. Particle Swarm Firefly Algorithm (PSFA)

Both the techniques Swarms and flies are
approximately near to each other. FA, it mimics the 
response of fireflies with respect to the nature behaviour 
in the atmosphere. Fireflies communicate with each other, 

try to find the pray and identifies mates using the light 
pattern which gets flashed. Firefly algorithm is based on 
some of the ideal traits of fireflies. 

 All fireflies are defined as unisex so that the
fireflies get attracted irrespective of their sex.

 Here we compared the relation between
attractiveness and brightness which are
proportional to each other, thus for any two
blinking fireflies, as the proportionality is
considered between attractiveness and brightness
the distance between the flies increases gradually
and the less bright one will move towards the
brighter one. When there is no firefly which is
brighter than the firefly takes a step towards the
other fly.

 The brightness of a firefly is affected or
determined by the landscape of the objective
function.

The firefly algorithm is improved by combining swarm 
optimization which can be termed as improved version of 
flirefly algorithm. In this model we go with three main 
executions. One, is improving the distance between the 
files. Second, is to improve the fitness function and third 

CNN 

Classification 

Filters 

ROI Pooling 

Bounding Boxes 

Region Proposed Network Layer 

Regions 

Pre-processed Image  
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is involving Swarm search criteria [36]. The parameters 
and function involved in this process is discussed. Initially 
the fitness function needs to evaluated which implicates 
the quality of the boundary boxes detection. The fitness 
function for object detection utilized in this work is given 
in Eq. (4). ݐ݅ܨ = .ߙ	 ܷܫ + .ߚ ௦ܥ − .ߛ ܮ − .ߜ       (4)ܧ

where, ߙ, ,ߚ ,ߛ  are the weight coefficients. Here, IoU is ߜ
the intersection over union which is the accuracy of the 
bounding box; ܥ௦ is the confidence score; ܮ is the loss 
associated with the bounding box; ܧ  is error in the 
alignment of the edges which ensure the alignment of 
object boundaries. ܷܫ = 	 		௩		௨ ௦ܥ (5)    = (ݐ݆ܾܿ݁)ܾݎܲ ×  is the probability of the object that is (ݐ݆ܾܿ݁)ܾݎܲ (6)      (ݐ݆ܾܿ݁)ܾݎܲ
the appeared in the bounding box; ܾܲݎ(ݐ݆ܾܿ݁) is the 
probability of the object detected which belongs to the 
correct class. ܮ = หݔ − ห்ீݔ + หݕ − ห்ீݕ + หݓ − ห்ீݓ +หℎ − ℎீ்ห  (7) 

where, ݔ, ,ݕ	 ,ݓ	 ℎ	are the value of the pixels in 
the predicted bounding box and  ்ீݔ, ,்ீݕ	 ,்ீݓ	 	ℎீ் are 
the ground-truth values of the pixels. ܧ = ∑ห݃݉ܫௗ௦(ݔ, (ݕ − ,ݔ)ܤܤ  ห     (8)(ݕ

where, ݃݉ܫௗ௦(ݔ, (ݕ  is the edge coordinates of the 
image and ݔ)ܤܤ, (ݕ  is the mask of the pixels in the 
bounding box. 

The weight coefficients are given as ߙ = ଵଵାష(ೆషబ.ఱ);ߚ = 1 − షೞଵାషೞ; ߛ = ଵଵାషಽಳಳ; ߜ = ଵଵାషಶೝೝ. 
The search efficiency will be improved by combining 

any two optimization models. In this paper, a hybrid model 
which is combination of PSO and FA termed as PSFA. 
Every particle is represented as bounding box and is based 
on Eq. (9). 

ܸ(ݐ + 1) = ݓ ܸ(ݐ) + ܿଵݎଵ൫ ܲ௦௧ − ܺ൯ +ܿଶݎଶ(ܩ௦௧ − ܺ)           (9) 

where, ܸ is the velocity of the swarm particles, ܺ is the 
position of bounding box coordinates, ݓ is the weight of 
inertia, ܿଵܿଶ are the social coefficients of the particle, ݎଵݎଶ 
are the random values, ܲ௦௧  is the best position of ݅௧ 
particle and final global best of the particle is ܩ௦௧. 

The firefly-based functioning of the objects depends on 
the concept of brightness (B) and attractiveness (A). The 
brightness of the ݅௧  firefly that represent position of 
bounding bx is given in Eq. (10) and the best position is 
given in Eq. (11). ܤ = ݁ିఊௗೕమ    (10) 

ܺ௦௧ = ܺ + ఊௗೕమି݁ߚ ൫ ܺ − ܺ൯ + ݀݉ܽݎ)ߙ − 0.5) (11) 

where the term ߛ is the coefficient of light absorption; ݀ 
is the distance between the ݅௧  and ݆௧  firefly; The 
attraction factor is termed as ߚ and the random movement 
factor is ߙ. 

Hybrid PSFA Algorithm 

Step1. Initialize the swarm particles and the fireflies 
(bounding boxes) 
Step2. Evaluate the fitness function using Eq. (4) 
Step3. Update the Position and velocity of PSO using 
Eq. (9) 
Step4. Update the firefly best position using Eq. (11) 
Step5. Checking the termination condition 

Best position reached  
Maximum number of iterations 
end 

Step6. Return the best bounding box 

E. Detection Process: F-RCNN- Hybrid PSFA Process

In this considered work a hybrid optimization technique
is proposed by combining particle swarm with firefly 
algorithm. This hybrid optimized technique is combined 
with faster RCNN to obtain high level of rate of precision. 
The below flowchart shows the proposed model process. 

In the proposed methodology first, Faster RCNN is 
trained with the help of proposed weights which are 
predefined in neural networks. The dataset consists of 
images and all the images are tuned into even dimension; 
n number of nodes are taken as input. The training is 
performed in the layers and one encoded vector will be 
consider as output.  After the process of training these 
weights will be optimized and converted into particles. 
The PSO further optimizes the weights as the weights are 
converted as particles. After getting optimized Fireflies 
are generated. In which the swarm particles are replaced 
with Fireflies and the search position is updated with 
respect to intensity of light to obtain the best solution. 
Finally update Faster RCNN with the weights obtained 
after applying hybrid optimization technique. Hence the 
output prediction is calculated and the results are shown. 
The main aim is to increase the prediction accuracy rate. 
The process of hybrid algorithm is shown in Fig. 3. 

297

Journal of Image and Graphics, Vol. 13, No. 3, 2025



Fig. 3. Proposed flowchart. 

IV. EXPERIMENTAL RESULTS

A. System Environment
The results are evaluated using windows 11 OS with

Intel i7 processor, 16Gb RAM and 8Gb Graphic card. The 
configuration of the system helps to improve the 
processing speed with the large input dataset. The data is 
evaluated using the proposed model using Matlab software 
environment. Here the dataset utilized is divided were 
70% is given to training and 30% is given for testing. 
B. Dataset

PASCAL Visual Object Classification (PASCAL VOC)
2007 is a familiar and widely used dataset for object 
detection with about 10,000 training and validation images 
with objects and bounding boxes. There are 20 different 
categories in the PASCAL VOC dataset. The dataset 
contains different types of objects such as train, cycle, ship, 
van, chair, cat etc. Some of the images in dataset contains 
multiple objects. The MS COCO dataset consists of 330K 

images with 80 different object categories. The ImageNet 
dataset consists of 14197122 images. Since 2010 the 
dataset is used in the ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC) [37], a benchmark in 
image classification and object detection. The publicly 
released dataset contains a set of manually annotated 
training images. 
C. Analysis

Testing of dataset is performed, where the features of
the objects are extracted based on the bounding boxes. 
Once features are extracted and labels are applied for the 
training data and compute the RCNN features for 
classification. The features will ignore the bounding boxes 
irregular shapes of the region. Similar regions are 
extracted, so that object in the image will be recognised 
and detected. The training and testing of faster RCNN has 
no loss in detection of performance. The experimental 
results achieved using the matlab software tool are shown 
below (Figs. 4–7). 

yes 

Generate 
Swarms 

update position, 
Cal Fitness 

function 

Update Output 
Vector 

Replace Random 
Swarms with 

fireflies 

Start 

Load Dataset, 
No of Epoch, 
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iterations 

Prediction Result and Accuracy 

F-RCNN Testing

F-RCNN 
iterations < 
No of epoch

End 

Update Position 
with Levy Flights 

No 
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Fig. 4. Images and their respective average precisions. 

Fig. 5. Ship, glass and van detection and its precisions. 
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Fig. 6. Cat, chair and cow detection and its precision. 

Fig. 7. Plant pot, sofa, TV detection and its precision.

The recognition precision parameter in terms of 
percentage for pascal VOC 2007 data using various 
technique is shown in Table I. Among which the proposed 

hybrid algorithm the rate of accuracy is proved to be the 
best. 

TABLE I. RESULTS OF PRECISION OBTAINED USING DIFFERENT TECHNIQUES 

Pascal VOC 2007 
DS/Method 

DPM-ST  
[24] 

DPM-HSC  
[22] 

DPM-V5  
[23] 

RCNN- TNET 
 [25] 

MR-CNN  
[26] 

R-FCN
[27]

Proposed 
model 

Aero 23.8 32.2 33.2 64.2 80.3 79.9 83.62 
Bike 58.2 58.3 60.3 69.7 84.1 87.2 93.5 
Bird 10.5 11.5 10.2 50 78.5 81.5 84.0 
Boat 8.5 16.3 16.2 41.9 70.8 72 79.3 

Bottle 27.1 30.6 27.3 32 68.5 69.8 47.6 
Bus 50.4 49.9 54.3 62.6 88 86.8 93.2 
Car 52.2 54.8 58.2 71 85.9 88.5 67.7 
Cat 7.3 23.2 23.0 60.7 87.8 89.8 98.3 

Chair 19.2 21.5 20.0 32.7 60.3 67 83.2 
Cow 22.8 27.7 24.1 58.5 85.2 88.1 87.4 
Table 18.0 34.0 26.7 46.5 73.7 74.5 99 
Dog 8.0 13.7 12.7 56.1 87.2 89.8 95.2 

Horse 55.9 58.1 58.1 60.7 86.5 90.6 98.5 
M-Bike 44.8 51.6 48.2 66.8 85 79.9 89.8 
Person 33.2 39.9 43.2 54.2 76.4 81.2 76.2 
Plant 13.2 12.4 12.0 31.5 48.5 53.7 74.8 
Sheep 15.9 23.5 21.1 52.8 76.3 81.8 58.1 
Sofa 22.8 34.4 36.1 48.9 75.5 81.5 99.1 
Train 46.2 47.4 46.0 57.9 85 85.9 99.3 
TV 44.9 45.2 43.5 64.7 81 79.9 87.2 

MAP 29.1 34.3 33.7 54.2 78.2 80.5 84.6
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The proposed model of object detection is performed on 
three different datasets. All the three results are compared 
and analysed. The analysis of PASCAL VOC 2007 dataset 
model using different techniques is shown in Fig. 8.  

The analysis of MS COCO dataset model using 
different techniques is shown in Fig. 9 and the analysis of 
ImageNet dataset model using different techniques is 
shown in Fig. 10.  

(a)   (b) 

(c)                                                                                                     (d) 

Fig. 8. Mean Average Precision (MAP) analysis for PASCAL VOC 2007 DS. (a) Using Faster R-CNN; (b) Using Mask R-CNN; (c) Using R-FCN; 
(d) Using proposed FRCNN-PSFA. 

(a)   (b) 

(c)                                                                                                          (d) 

Fig. 9. MAP analysis for MS COCO DS. (a) Using Faster R-CNN; (b) Using Mask R-CNN; (c) Using R-FCN; (d) Using proposed FRCNN-PSFA. 
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(a)  (b) 

(c)                                                                                                        (d) 

Fig. 10. MAP analysis for ImageNet DS. (a) Using Faster R-CNN; (b) Using Mask R-CNN; (c) Using R-FCN; (d) Using proposed FRCNN-PSFA. 

The model designed is suitable for all dataset and 
achieved good results compared with other techniques and 
are shown in Table II. 

TABLE II. MAP USING DIFFERENT TECHNIQUES FOR DIFFERENT 

DATASETS 

Method/Dataset 
PASCAL VOC 
2007 MAP (%) 

MS COCO 
MAP (%) 

ImageNet 
MAP (%) 

Faster RCNN 78.0 79.2 82.1 
Mask RCNN 79.5 80.7 83.9 

R-FCN 81.0 82.5 85.2

Proposed FRCCN-
PSFA 

84.6 86.8 87.4 

V. CONCLUSION

In this paper, object detection framework has been 
proposed with two different optimization techniques and 
are combined with deep neural network to obtain high 
level of detection rate. The proposed technique is termed 
as FRCN-PSFA, here PSFA which is a hybrid 
optimization algorithm. The segmentation technique 
involves helps in guiding the deep learning model. 
Training and testing of dataset are performed and finally 
object has been detected and recognized. The results 
achieved conclude that rate of precision is improved 
compared to other existing techniques, the proposed 
method obtained a highest precision of 99.3% in case of 
train detection and 99.1% in case of sofa detection. The 
experimental results are been evaluated using the 
PASCAL VOC 2007 dataset with a Mean Average 
Precision (MAP) of 84.6%, MS COCO dataset with an 
MAP of 86.8% and Image Net dataset with an MAP of 

87.4%. The accuracy of detecting object is low and still 
need to be improved. The model when considered for real 
time applications the accuracy plays an important role. 

Existing techniques were created to address the 
fundamental challenge of object detection. However, there 
is still a great deal of potential for creating new processes 
and object detection as fundamental services in real-time 
applications, such deep-sea bases, autonomous vehicles, 
robots moving on planets, industrial facilities, and drone 
cameras, where activities requiring a high degree of 
precision are required. There is still a significant speed 
difference between machine vision and human eyes, 
especially when it comes to identifying certain 
microscopic things. AutoML, or creating a detection 
model that requires less human interaction, is the way of 
the future for object detection.  

Intelligent IoT object systems increase accuracy rates, 
and 6G will offer high bandwidth and ultra-low latency 
(<1 ms), enabling real-time object recognition at the edge 
without the need for cloud computing. Object detection 
will be used by IoT devices (such as robots, drones, and 
smart cameras) for automation and decision-making in 
practical applications. 
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