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Abstract—The presence of Poisson noise in medical X-ray 

images leads to degradation of the image quality. The 

obscured information is required for accurate diagnosis. 

During X-ray image acquisition process, weak light results 

into limited number of available photons, which leads into 

the Poisson noise commonly known as X-ray noise. 

Currently, the available X-ray noise removal methods have 

not yet obtained satisfying total denoising results to remove 

noise from the medical X-ray images. The available 

techniques tend to show good performance when the image 

model corresponds to the algorithm’s assumptions used but 

in general, the denoising algorithms fail to do complete 

denoise. X-ray image quality could be improved by 

increasing the X-ray dose value (beyond the maximum 

medically permissible dose) but the process could be lethal 

to patients’ health since higher X-ray energy may kill cells 

due to the effects of higher dose values. In this study, the 

hybrid model that combines the Poisson Principal 

Component Analysis (Poisson PCA) with the nonlocal (NL) 

means denoising algorithm is developed to reduce noise in 

images. This hybrid model for X-ray noise removal and the 

contrast enhancement improves the quality of X-ray images 

and can, thus, be used for medical diagnosis. The 

performance of the proposed hybrid model was observed by 

using the standard data and was compared with the 

standard Poisson algorithms.   

 

Keywords—hybrid model, noise reduction, non-local PCA, 

Poisson PCA, X-ray image 

I. INTRODUCTION 

X-ray noise is caused by discrete flow of energy 

particles known as photons [1]. Photons reach the 

detector element randomly and independent from each 

other. The counting of photons obeys Poisson 

distribution [2, 3]. In Poisson distribution, the number of 

photons y  measured by the detector element over a time 

interval is described by the probability Function (1). 
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where f  is the expected number of photons measured by 

the detector element over a time interval and ( | )P y f  is 

the standard Poisson distribution. 

In X-ray medical imaging, few numbers of photons are 

collected by the detector element. During acquisition 

process, weak light source results into limited number of 

available photons, which leads to Poisson noise known as 

X-ray noise [4, 5]. The X-ray image quality could be 

improved by increasing the X-ray dose value (beyond the 

maximum medically permissible dose) but the process 

could be lethal to patient health since higher X-ray energy 

causes cell deaths [6]. So due to the effects of higher X-

ray dose values, the digital image denoising techniques is 

developed to reduce noise in images instead of using 

increased X-ray dose. Through studies [4, 7−9], the 

Poisson noise could be handled in two denoising 

approaches. The first approach involves denoising 

techniques, which directly investigate the statistical 

properties of Poisson noise in an image. The second 

approach involves adaptation of noise from Poisson 

distribution to Gaussian distribution and then apply 

normal denoising technique based on Gaussian 

distributed signal. The denoised image had to be re-

converted back to Poisson signal. 

The X-ray denoising techniques which directly 

investigate the statistical properties of X-ray noise in an 

image, are commonly known as Poisson Direct-denoising 

methods. The Poisson Direct-denoising methods use 

dictionary-learning techniques such as Principal 

Component Analysis (PCA) to learn direct from the noisy 

image and then separate noise signal from the original 

image signal. Studies [2, 8, 10] suggest that Poisson 

direct-denoising methods are relevant when the image 

suffers from high noise level, which is due to poor 

resolution of photon counts observation. When the 

number of photon-counts is large, i.e., when there is good 

resolution of photon counts observation, the Poisson 

distribution approaches Gaussian distribution. Jin et al. [1] 

further explain that in large photon-counts observation, 

the Poisson noise cannot be distinguished from Gaussian 

noise. Thus, the approach to improve Signal to Noise 

Ratio (SNR) in large-photon count observation is to 

reduce the dependence of the noise on the signal by 
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applying an image transformation. The Anscombe 

transform is a relied Variance Stabilizing Transform 

(VST) for stabilizing the variance of the Poisson 

noise [11−13]. When a VST is applied to a Poisson noise 

image ( )z , it treats the Poisson noise image as if the 

image is corrupted by the noise, which is in Gaussian 

distribution. Mathematically, the variance stabilization 

with Anscombe transform ( )a z  is given in Eq. (2). 

 1

3
( ) 2 ,   ( ,..., )

8
AT Na z z z z z z= = + = . (2) 

where N  is the pixel numbers. 

Thus, by applying Eq. (2) to a Poisson distributed 

image, it gives a signal whose noise is asymptotically 

Gaussian distributed and then, denoising ( )a z produces 

the signal which is also in Gaussian distribution. 

Therefore, an inverse transformation should be applied in 

order to obtain back the required signal of the interest, 

which is in Poisson distribution 1( )a z− . Mathematically, 

an inverse-VST Anscombe transformation is given in Eq. 

(3). 
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The X-ray noise removal methods which relay on VST 

denoising approach are commonly referred to as the 

Poisson VST-denoising methods. It is explained that, 

Poisson VST-denoising methods are relevant when the 

image suffers from moderate noise level, i.e., large-

photon emission [7−9]. 

II. LITERATURE SURVEY 

There are various techniques researched on nonlocal 

(NL) X-ray denoising methods. The nonlocal means 

denoising method, initially proposed in [14] replaces a 

noisy pixel in an image with a weighted average of 

similar pixels located in different regions within an image 

(i.e., nonlocal selected pixels). Mathematically, the 

implementation of the original nonlocal (NL) means 

denoising algorithm is as presented in Eq. (4). 

 ( ) ( ) ( )v i u i n i= + . (4) 

where ( )v i  is the observed noise, ( )u i  is the original 

image pixel and ( )n i  is the independent distributed 

Gaussian noise at the pixel i  with zero mean and a 

certain known variance 2
a . The estimated denoised 

pixel values in the image ˆ( )v i  was derived as the 

weighted average of all gray values ( , )i j  within the 

search region ( )s i  [15, 16] as presented in Eq. (5). 
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where ( , )i j  is the amount of similarity between patches 

centred at i  and j , ( )s i  is the search window, and ( )v i  

is the image patch (that is, the square container of pixels). 

The use of the NL means denoising method in 

removing noise in images became a turn-up from the use 

of the local denoising methods, which were relying only 

on the local neighborhood pixels to denoise the 

image [15]. The researches [14, 16, 17] show that the NL 

means denoising methods perform well compared to the 

local neighborhood denoising methods in denoising the 

images with signal-independent additive white Gaussian 

noises (AWGN). The researches [14, 15] further stress 

that the local neighborhood denoising methods results 

into much loss of image details compared to the NL 

denoising methods. It is shown that due to the enormous 

amount of weight computations, the original NL means 

denoising algorithm has a high computational cost [18, 

19]. Approach in [18] uses a dictionary where patches 

with similar photometric are clustered together. The 

dictionary was built with high-resolution image and 

organized in terms of indexing. Its entries were used to 

search for similar patches quickly, and hence improved 

denoised results. The method performed well in reducing 

AWGN. When Dauwe et al. [19] ignored contributions of 

dissimilar patches from the reference noise image by 

setting their corresponding weights to zero, thus 

computing only contributions from the similar pixels, the 

results become better visually than those from the 

original NL means method and the results were obtained 

in less computation time than the results in [18, 19]. The 

method performed well in reducing AWGN. 

The strength of the X-ray noise in image depends on 

the image intensity (i.e., X-ray noise is a signal-

dependent noise) [4, 8, 20]. The usual denoising methods, 

which are based on reducing the signal-independent 

noises such as AWGN became ineffective in reducing the 

X-ray noise [8, 20]. The principal component analysis 

(PCA) is a relied dictionary learning technique for data 

dimensionality reduction. Some methods employed the 

dictionary learning techniques into the original NL means 

denoising methods and these methods successfully 

reduced the signal-dependent noise (the Poisson noise) in 

the image. The PCA has been applied to extract 

uncorrelated details (Poisson noisy) from a large set of 

image details (pixels) [2, 21]. The approach in [21] 

introduces adaptive local dictionary for contrast 

restoration in denoised image and introduced a new 

statistical distance measure for patch comparison. The 

method succeeded to reduce Gaussian distributed noise 

(signal-independent noise) as well as the non-Gaussian 

distributed noise (signal-dependent noise). It is claimed 

that Photon-limited imaging arises during image 

acquisition when the number of photons collected by a 

sensor array is small relative to the number of detector 

elements [2]. The method combined Poisson-dictionary 

learning technique (Poisson-PCA) in nonlocal means 

denoising method. The notable improvement in this 

method is an adaption of the number of dictionary 

elements used with respect to the noise level in the image. 
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The method succeeded to reduce signal-dependent noise 

in a photon-limited imaging situation [22, 23]. 

Furthermore, the review in deep learning-based image 

super-resolution methods including Convolutional Neural 

Networks (CNN) and Generative Adversarial Networks 

(GAN) based on internal network structure is presented 

by Liu et al. [24]. A similar study regarding the setting of 

image-patch size during super-resolution process and 

their relations with image’s scaling factor to find the best 

patch size for the algorithms, which may produce better 

output high-resolution images is discussed by 

Hamdan et al. [25]. 

III. THE PROPOSED HYBRID MODEL 

In this study, the hybrid model for X-ray noise removal 

and contrast enhancement is proposed following its 

denoising and contrast enhancement as depicted in Fig. 1. 

Studies have revealed that X-ray noise could be reduced 

in X-ray images by two denoising approaches. The first 

approach involves denoising image by VST denoising 

method. This method involves adapting noise distribution 

from Poisson distribution to Gaussian distribution and 

then apply normal denoising techniques based on 

Gaussian distribution. The denoised image has to be re-

converted back to Poisson signal. As described in section 

1, the Poisson VST-denoising approaches are relevant to 

images which suffer from moderate low noise level i.e., 

large-photon count images [7−9, 13]. 

The VST denoising method is performed step by step 

as described in [13]. 

Step 1: Apply the Anscombe transformation shown in 

(2) into Poisson noisy image to obtain asymptotically 

additive Gaussian noisy image, ( )a z . 

Step 2: Apply a conventional filter ( )  to remove the 

AWGN as shown by the Eq. (6). 

 { ( )} ( ) { / }    AT ATa z z E z z = = . (6) 

Step 3: Return the denoised image to the original range 

of z  , and then, compute the optimal inverse Anscombe 

transformation by using Eq. (7). 

    : ( ) | |  p
aI E a z y E z y y→ = . (7) 

Step 4: Repeat the steps from step 1 until the 

satisfactory results are obtained. 

In Poisson Direct-denoising methods, the statistical 

properties of X-ray noise in an image are directly 

investigated. The PCA technique is used to learn the 

noisy image and separate noise signal from the original 

image signal.  

As described Section I, the Poisson Direct-denoising 

methods are relevant in images which suffer from high 

noise i.e., low-photon count images [2, 8, 10]. 

Mohammed et al., Gonzalez et al. [22, 26] claim that the 

produced medical X-ray images are poorly illuminated 

and have low contrast.  

 

 

Figure 1.  Block diagram of image denoising and contrast enhancement. 

This study proposes the development of a hybrid 

model, which combines the two Poisson denoising 

approaches in order to have a Poisson denoising method 

which can perform well on images that suffer from both 

moderate low and high noise level. It is also stated that 

the digital contrast enhancement techniques improve 

quality of image and give support to human visual 

perception [27]. To have improved quality X-ray images, 

the proposed hybrid model in this study has been formed 

by combining the optimal hybrid denoising filter 

(involving the Poisson Direct-denoising methods and the 

Poisson VST denoising methods) and the best hybrid 

enhancement which was formed through hybridizing the 

competitive digital enhancement methods. 

The Signal to Noise Ratio (SNR) in image is given as 

the ratio of power of a signal to power of background 

noise. The SNR concept gives a common way of 

describing the noise power in an image since the noise 

power is described by considering the maximal noise 

level in an image. The maximal noise level in image is 

commonly noted by the term peak value. Thus, by 

considering the SNR concept, the strong noise in an 

image is denoted by low peak value (due to high value of 

denominator, noise) and the weak noise in an image is 

denoted by high peak value (due to low value of 

denominator, noise). Studies [2, 7] highlight that Poisson 

peak values not greater than 4 provide a good evaluation 

on evaluating the denoising performance of a particular 

denoising method. In this study, Poisson noisy of peak 

value 4 has been set as the optimal Poisson noise level in 

evaluating the denoising performance of the discussed X-

ray noise removal methods. 

First, in designing the hybrid X-ray noise removal 

filter shown in Fig. 2, several orders of combinations 

involving the Poisson-VST denoising technique and 

Poisson-Direct denoising technique were performed. The 

combinations performed include serial hybrid of Poisson 

NL PCA-Direct filter and Poisson NL PCA-VST filter, 

serial hybrid of Poisson NL PCA-VST filter and Poisson 

NL PCA-Direct filter, two-step NL PCA-Direct filter and 

the two-step NL PCA-VST filter.  

 

Noise 

Image Noisy image 

Denoising 

Contrast enhance 

Reconstructed noisy-free and 
contrast-enhanced image 

+ 
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Figure 2.  Block diagram of the proposed hybrid model for noise 
removal and contrast enhancement. 

Through the experiments done, the optimal hybrid X-

ray noise removal filter obtained was due to a serial 

denoising order of the Poisson NL PCA-VST filter 

followed by the Poisson NL PCA-Direct filter. 

Second, in designing an optimal hybrid-contrast 

enhancement method, the contrast enhancement 

techniques for digital images were applied. The 

techniques applied included Contrast Limited Adaptive 

Histogram Equalization (CLAHE), histogram matching, 

histogram stretching, histogram equalization and unsharp 

mask techniques. The enhancement performance of the 

techniques was measured through the image quality 

assessment technique and by assessing the visual 

appearance of the enhanced images. The findings show 

that CLAHE and histogram matching technique resulted 

into competitive results compared to the results obtained 

from the other techniques. Lee et al. [28] also identified 

CLAHE as a good technique for enhancing the visibility 

of local details in an image and the technique has 

demonstrated success in enhancing low contrast medical 

images. Due to competitiveness of the CLAHE and 

histogram matching techniques as compared to other 

enhancement techniques, the hybrid contrast 

enhancement method was designed based on the two 

techniques. The tested enhancement hybrid orders 

involving the two methods include serial of CLAHE and 

histogram matching, serial of histogram matching and 

CLAHE, two-step CLAHE hybrid, two-step CLAHE and 

histogram matching, two step histogram matching and the 

two-step histogram matching and CLAHE. The hybrid 

contrast enhancement method, which resulted into the 

best result was due to the serial hybridization of CLAHE 

and histogram matching methods. 

Last, the proposed hybrid model for noise removal and 

contrast enhancement was formed through the integration 

of hybrid X-ray noise removal filter and hybrid contrast 

enhancement method. 

IV. EXPERIMENTAL RESULTS 

The structural similarity index measure (SSIM) is the 

image-quality measurement technique that compares the 

structural match between test image and reference image. 

It is stated in [29] that human eye (human visual system-

HVS) is very sensitive to image structural changes, thus 

an image quality measurement technique which measures 

structural information change between the test image and 

the reference image is expected to provide a good 

approximation to perceived image distortion. Simulations 

were performed by using MATLAB®. 

In this work, non-medical images in Fig. 3 show the 

efficiency of the proposed method. Discussions show that 

the SSIM is the best technique to evaluate visual image 

quality since SSIM output values correlates well with the 

way human eye perceive visual image quality [30, 31]. 

The SSIM has a maximum value of one (1). Maximum 

value is only possible when the test image is completely 

like the reference image. Values closer to one indicate 

large similarity between test image and reference image. 

In this study, the SSIM was used to measure the visual 

quality of the test image in comparison with the reference 

image.  

Fig. 3(a)−(c) show the results of synthesizing Poisson 

noise of peak value 4 into the acquired X-ray image [2], 

and [7]. The generated Poisson noisy corrupted images 

were used as input data in evaluating the denoising 

performance of the discussed X-ray noise removal 

methods (Poisson NL PCA-Direct method, Poisson NL 

PCA-VST method and the proposed hybrid model for 

noise removal and contrast enhancement method).  

On denoising moderate intensity X-ray images, the X-

ray noise removal methods were compared on the 

denoising the moderate intensity X-ray images. The 

results show that the denoised images from the proposed 

hybrid model, (as presented in Fig. 3(j−l), have clearly 

seen details with high values on the SSIM results 

compared to the results from the Poisson NL PCA-Direct 

method as presented in Fig. 3(d−f) and the results from 

the Poisson NL PCA-VST method as presented in Fig. 

3(g−i). From these findings, the study observes that the 

proposed hybrid model performs well in reducing X ray 

noise on images with moderate intensity compared to the 

other discussed Poisson noise removal methods. Secondly, 

on denoising the lower intensity X-ray images, the X-ray 

noise removal methods were compared on denoising the 

X-ray images with lower intensities (X-ray chest Fig. 4(a) 

and X-ray womb Fig. 4(b).  

There was observed challenge in denoising lower 

intensity on denoising the lower intensity X-ray images. 

The challenge was that the visual appearances of the 

denoised images presented in Fig. 4(c−h) from the X-ray 

noise removal methods were not impressive for visual 

presentation, but the SSIM image assessment technique 

reported numerical results with high numerical values. 

Thus, this study supports the claim that the SSIM exhibit 

input dependent behavior in measuring signal 

distortions [14, 15, 24, 25, 32].  
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Figure 3.  Synthesized Poisson noise images and the denoised images. 

According to researches [23, 33], clinical diagnosis 

with Superior Labral Anteroposterior (SLAP) are 

challenging. In fact, the physical examination is typically 

nonspecific. Therefore, proper diagnostic imaging is 

essential for the diagnosis. Performance of the model by 

using equivalent SLAP is as shown in Fig. 5. 

The researches [22, 26] had also reported that the low 

intensity medical X-ray images have strong 

contamination of Poisson noise. Niknejad et al. [9] 

further stressed that lower intensity in images yields 

stronger noise since the Signal to Noise Ratio (SNR) is 

obtained by the ratio of relevant details with respect to 

irrelevant details in an image. Thus, from the SNR 

concept, it can be deduced that the poor denoising effect 

in the lower intensity images was due to the large ratio of 

irrelevant details (strong Poisson noise) present in the 

image. The denoising performance of the proposed 

hybrid model with respect to other existing Poisson 

denoising methods was also compared to by using the 

standard Poisson images. The standard Poisson images 

was used in this study to have standard data, which are 

common in most Poisson denoising methods as observed 

in literature. The researchers who had also used the 

standard Poisson images (Saturn image and Ridges image) 

include [2, 7]. 

 

 

Figure 4.  Lower intensity images and the denoised images. 
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Figure 5.  Synthesized Poisson noise image and denoised SLAP tear 
injuries images using hybrid method. 

V. CONCLUSION 

The denoising on X-ray images is still a challenge in 

medical image processing, especially, on the photon-

limited images. The proposed hybrid model performed 

well in reducing the X-ray noise in X-ray images with 

high intensities as well as in X-ray images with low 

intensities compared to the other discussed X-ray noise 

removal methods. Future work is required to assess the 

measurement accuracy of the SSIM in measuring the X-

ray images with lower intensities. 
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